Heuristic Global Optimization Algorithm for Estimating a Radio Source Location by a Passive Radar System
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Abstract – The methods for generating estimator for radio source location based on digital processing of signals received at various points in space are one of the main areas of multi-position radar systems’ research. Nowadays the above-mentioned methods that can provide the highest accuracy among the others are subject of interest. So, the mean square error usually serves as a measure of accuracy, which allows formulating a convenient, for mathematical transformations, quality criteria and synthesizing the algorithms. The traditional estimation algorithms have a multi-stage character, and they are based on the formation of optimal estimators for time and phase delays of the signals and their subsequent conversion to the source coordinates. The research has the modern approaches of the development of new positioning algorithms to guarantee the achievement of the minimum mean square error and do not create excessive computing load.
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1. Introduction

The algorithms performing the search of global extremum in problems of source position estimation using one-step methods are based on the likelihood function for two types of passive radar systems.

The first system is a passive radar system consisting of narrow-base subsystems; the second system is the combined passive radar system which includes several narrow-base subsystems together with a wide-base passive radar system. According to the results of computer simulation, the analysis of the rate of appearing abnormal errors and relative time spent on calculations is made. The comparison performed using the proposed algorithm with an adaptive step and a universal method of global extremum searching, which is “particle swarm”, showed that the developed algorithm requires up to 20 times less computational costs, and thus decreases abnormal errors.

At present, many researchers are working in the field of passive radar theory, which make them focused on the search for positioning algorithms, which would ensure the lowest mean square error (MSE) and would not create a high computing load [1]. The research helped to identify three main approaches to solving the problem.

The first approach is the use of multi-extreme methods on the basis of the likelihood function together with universal methods of searching for a global extremum [2]. This approach has the best potential accuracy, however:

- it requires significant computing costs when searching for an extremum;
- it does not provide a fixed execution time known in advance;
- it has a nonzero frequency for abnormal errors that involve taking the local extremum for a global one.

The second approach consists in linearization of the target function, which is the likelihood function (LF) or the sum of error squares, and the subsequent use of methods of searching for a local extremum. This kind of approach requires fewer computing costs, but the MSE increases greatly with the reduction of signal-to-noise ratio.

The third approach is the use of linearizing methods to obtain a rough estimate, which is then used as an input point for the method of optimization of a multi-extreme function selected specifically for a function with a known structure.

The likelihood estimation can be carried out by means of Artificial Neural Network, leading to
universal computationally effective estimators which, being learned once, can be easily ported to any computing platform [3].

An alternative approach to the above-mentioned likelihood methods is one based on parametric estimation performed in the space of sensitive parameters.

One-stage probability function for wide-base passive radar systems [4], [5]. The article solves the problem of multivariate sampling of the likelihood function with the purpose of unambiguous sampling of the uniformity area including the global extremum. For this purpose, a function of the dependence of the sampling step on the spatial coordinates $T(x, y)$, and $T_i(x, y)$ is searched, allowing to divide the search space into spatial cells on the basis of the interoperability (intersectionality) principle.

For further consideration of the global extremum search algorithm of a one-stage likelihood function for the narrow-base subsystems, as well as for the combined passive system, which includes both narrow-base subsystem and wide-base passive system, this paper made a number of assumptions [6], [7]. We can consider that the radio source is at a sufficient distance from the antenna system (AS), which allows us to consider the wave front flat. It also allows us to assume that the signals received within one narrow-base subsystem have the same amplitude. We assume that the Gaussian radio signal is emitted, which corresponds to the case of the minimum a priori information; the noises in the receiving channels are non-correlated with each other and with the useful signal, and the spectral noise power in the channels is the same $q_{mn}(f) = q_n(f)$ (with $q$ standing for the signal-to-noise ratio [7], [8].

Experimentally observed signal-to-noise ratios $q_n$ will also be assumed to be the same, which corresponds to the consideration in the integral assessment spectrum of received signals $X_{mn}(f)$ with the same weight. The choice is justified as the situation corresponds to the greatest indeterminacy $q_0(f) = q(f)$. In addition, we will take the signal-to-noise ratio $q(f)$ uniform in the analyzed frequency band $q(f) = q$. We can also consider that the receiving antenna systems of all narrow-based subsystems have the same structure.

2. Theory of Maximum Likelihood Estimation

Likelihood function for passive systems, consisting of narrow-base subsystems looks as follows:

$$I_{NBPS}(r) = \sum_{n=1}^{N} \sum_{m=1}^{M_n} \sum_{m=1}^{M_N} \exp\left(j2\pi f_0 \times (\tau_{mn}^r(r) - \tau_{mn}^q(r))\right) \times \int_{-\Delta f}^{+\Delta f} U_{nm}(f)U_{nl}(f)df,$$

where $N$ – the number of narrow-base subsystems; $M_n$ – the number of receiving points on $n$-th narrow-base subsystem; $f_0$ – carrier frequency; $\Delta f$ – signal analysis bandwidth. $\tau_{mn}^r$ – phase lag of the $m$-th receiving point of the $n$-th narrow-base subsystem, which is the function of the $r$ vector. The correspondence is as follows:

$$\tau_{mn}^r(r) = \frac{(r_{nm} - r_n)^T(r_n - r_m)}{c|r_n - r_m|},$$

where $c$ representing the speed of light, $r_n$ – the radius-vector of the $n$-th narrow-base subsystem; $r_{nm}$ – the radius-vector of the $m$-th receiving point of the $n$-th narrow-base subsystem.

\[\text{Figure 1. Block diagram of the global extremum search algorithm}\]
Normalized spectrums in the \(m\)-th receiving point of the \(n\)-th narrow-base subsystem \(U_{nm}(f)\) entering onto the formula (1) are calculated as per following formula:

\[
U_{nm}(f) = \frac{X_{nm}(f)}{W_{nm}(f)} \sqrt{\frac{q_{nm}(f)}{1 + \sum_{\nu=1}^{N} q_{\nu m}(f)}} ,
\]

(3)

where \(X_{nm}(f)\) – the sample spectrum the random-process realization; \(W_{nm}(f)\) – the spectrum density of the noise power; \(q_{nm}(f)\) – the signal-to-noise ratio.

These assumptions being made white Gaussian noise \(U_{nm}(f)\) can be calculated as per following formula:

\[
U_{nm}(f) = A\sigma_{nm}^2 \exp(- j2\pi f \bar{\tau}_m) = A\sigma^2 \exp(- j2\pi f \bar{\tau}_m^2) ,
\]

(2)

where \(\bar{\tau}_m^2\) – the true signal lag form radar source (RS) to the \(n\)-th narrow-base subsystem. Accordingly, the equivalent range is calculated as per following formula:

\[
A = \frac{1}{\sqrt{W}} \sqrt{\frac{q}{1 + N\sigma^2}} .
\]

(5)

where \(S = A^2 \sigma^4 \text{sinc}(2\pi\Delta f (\bar{\tau}_m^m - \bar{\tau}_i^m))\) representing the weight ratio, connecting the pair of lags of \(m\)-th and \(l\)-th receiving points.

We can consider the structural scheme of the phased antenna array (PAA), depicted in Figure 2. PAA consists of omni-directional receiving elements, ideal phase-shifter and adder. The ideal phase-shifter is defined as a phase shifter functioning as described by the gain frequency characteristic constant in the frequency band of the signal and received without loss of generality per unit.

The PAA converts the electromagnetic oscillations spreading in the environment towards the antenna from all directions, to the electric currents and voltages processed by the base station’s quadrature receivers. As a result, after the quadrature components have been sampled, the information signal processed by the computer is being formed.

\[
\text{Figure 2. Structure diagram of the phase antenna array}
\]

The signal at the PAA output can be described in terms of complex amplitudes

\[
\hat{F} = \hat{G}W = A \exp(j\varphi) \exp(j\psi) ,
\]

(3)

where \(\varphi\) is representing the angle that phase-shifter uses to change \(\psi\) signal phase.

In order to ensure optimal receiving with a certain direction the combination with the maximum amplitude is to be formed for the signal coming from this direction. This is possible if the complex amplitudes in the receiving elements are in-phase. In order to ensure such a summation of complex amplitudes, the phase change must be set at the i-th phase-shifter \(\phi_i = -\psi_i\).
Then at the adder output we get:

\[ F = \sum_{i=1}^{N} G_i W_i = \sum_{i=1}^{N} A \exp(-j\psi_i) \times \exp(j\psi_i) = NA \]  

(4)

Thus, the function (5) has the area with only one global extreme determined by the intersection of the antenna array main direction diagram (DD) lobes. The intersection of the main lobes makes a polygon, which can be get from by solving the system linear equations:

\[ y = \tan(\alpha_{RS}(x,y) + \Delta \theta_{DD})(x - x_{ST}^{ST}) \]  

(8)

where

\[ \alpha_{RS}(x,y) = \begin{pmatrix} \alpha_{RS,1} \\ \alpha_{RS,2} \\ \vdots \\ \alpha_{RS,M} \end{pmatrix}, \Delta \theta_{DD} = \frac{1}{2} \begin{pmatrix} \Delta \theta_{DD,1} \\ -\Delta \theta_{DD,1} \\ \Delta \theta_{DD,2} \\ -\Delta \theta_{DD,2} \\ \vdots \\ \Delta \theta_{DD,M} \\ -\Delta \theta_{DD,M} \end{pmatrix}, \quad x_{ST}^{ST} = \begin{pmatrix} x_{ST,1} \\ x_{ST,2} \\ \vdots \\ x_{ST,M} \end{pmatrix}, \quad y_{ST}^{ST} = \begin{pmatrix} y_{ST,1} \\ y_{ST,2} \\ \vdots \\ y_{ST,M} \end{pmatrix} \]

in which \( \alpha_{RS,i} \) represents an angle of the \( i \)-th station target; \( \Delta \theta_{DD} \) – the width of the main direction diagram lobe; \( x_{ST,i} \) and \( y_{ST,i} \) – the positions of stations; \( M \) representing the number of stations.

3. **Modeling Results**

An example of such a polygon is shown in Figure 3, where the likelihood function for two stations is shown. The figure demonstrates that the lines corresponding to the maximums of the main direction diagram lobes, intersect at the likelihood function global maximum, while lines corresponding to the minimums of the main direction diagram lobes intersect at the nearest likelihood function local minimums; the intersection of one direction diagram maximum and another direction diagram minimum makes a point of inflection.

![Figure 3. An example of likelihood function for the narrow-base subsystem, consisting of two stations](image)

A more complex example of such a polygon is shown in Figure 4, where the PAA main lobes of the four stations form a common are of intersection.
Then for each point of the space it is possible to construct the functions $T_x(x, y)$ and $T_y(x, y)$ as a solution to the equation system:

$$
T_x(x, y) = \frac{2}{3} n_{lag} \min \left( \frac{-\tan(\alpha_{RS}(x, y) + \Delta \theta_{DD})^{-1} y_{ST}^T}{x_{ST} - x_{RS}} \right) (9)
$$

$$
T_y(x, y) = \frac{2}{3} n_{lag} \min \left( \frac{-\tan(\alpha_{RS}(x, y) + \Delta \theta_{DD}) x_{ST}^T}{y_{ST} - y_{RS}} \right) (10)
$$

Further the proposed procedure can be developed as the search space may be represented as a combination of spatial cells of different sizes. It allows to carry out space sampling and obtain an adaptive sampling grid for the narrow-base subsystem to provide a significant advantage over an equidistant grid. An example of such a grid is shown in Figure 5.

We use adaptive grids created on the basis of the proposed sampling methods for wide-base passive systems and narrow-base subsystems to assess the location of radar source using a combined system (CPS) which will take advantage, and it is discussed above. Further work of the positioning algorithm for CPS requires the use of the smallest of the two grids, as it takes less computing time.
The resulting preliminary positioning is used to construct a new search area, with a preliminary estimation as its center. The dimensions are determined as follows:

\[ A = mT_x(x_p, y_p) - mT_x(x_q, y_q), \]
\[ B = mT_y(x_p, y_p) - mT_y(x_q, y_q), \]

where \(p\) and \(q\) representing the search points closest to the new area center with positions \((x_p, y_p)\) and \((x_q, y_q)\) respectively; \(m\) representing the coefficient that is being chosen using the heuristic approach.

Figures 6 and 7 show two adaptive discretization grids for wide-base system and narrow-base subsystem respectively.

Figure 6. An example of the adaptive discretization grid for the narrow-base subsystem with the following station positions \((-36 \text{ km}; 0), (-12 \text{ km}; 0), (12 \text{ km}; 0), (36 \text{ km}; 0);\) signal-carrier frequency \(f_0\) is 400 MHz

Figure 7. An example of adaptive discretization grid for narrow-base subsystem with the localized search space (red rectangle). The radar source position is: \((-5; 20) \text{ km}\)

Radar source is located at a point with position \((-5 \text{ km}; 20 \text{ km})\). Positioning in the first approximation with the help of wide-base system gives \((-3,269 \text{ m}; 20,653 \text{ m})\). The search space is then localized within \((\pm T_x; \pm T_y)\) of the nearest grid node, where \(T_x\) and \(T_y\) sampling steps in the \(x\) and \(y\) axes respectively, which are selected as follows:

\[ T_x = \max(\text{abs}(T_{xi} - T_{xk}), k = i - 2, i - 1, i + 1, i + 2, \quad (13) \]
\[ T_y = \max(\text{abs}(T_{yi} - T_{yk}), k = i - 2, i - 1, i + 1, i + 2. \quad (14) \]

In this case, the search space is narrowed to values (in meters): \(x (-11,567, 5,029), y (11,266, 30,039)\). If no sample is within a new search space, we'll assume that the estimation we got in the first approaching, was more accurate.
4. Discussion

Using computer simulation, we carried out the analysis of frequency of abnormal errors and time spent on the proposed search algorithm with adaptive interval and a universal method of searching for a global extremum (particle swarm). Table 1 shows the results of the comparative analysis for the wide-base passive system (WBPS), a passive system consisting of narrow-base subsystems (NBPS) and the combined passive system (CPS) that includes both wide-base passive system and narrow-base subsystems.

5. Conclusion

The results of the conducted analysis of the frequency of abnormal errors and relative time costs in the course of calculations by the proposed algorithm of search with the adaptive interval for the narrow-base subsystems and combined passive system, as well as wide-base passive system [8], show a significant saving of computing costs (from 3 to 20 times, depending on the type of passive system) for the search for the extremum in comparison with the universal method of searching the global extremum, such as “particle swarm” [9], [10]. The proposed algorithm provides a zero frequency of abnormal errors, while the universal algorithm is characterized by the frequency of abnormal errors around 0.01.

Table 1. Comparison of computing costs

<table>
<thead>
<tr>
<th>Method</th>
<th>Computation time, %</th>
<th>Rate of abnormal errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>WBPS Particle swarm method</td>
<td>100</td>
<td>0.011</td>
</tr>
<tr>
<td>Search algorithm with adaptive interval</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>NBPS Particle swarm method</td>
<td>100</td>
<td>0.01</td>
</tr>
<tr>
<td>Search algorithm with adaptive interval</td>
<td>29</td>
<td>0</td>
</tr>
<tr>
<td>CPS Particle swarm method</td>
<td>100</td>
<td>0.01</td>
</tr>
<tr>
<td>Search algorithm with adaptive interval</td>
<td>4.6</td>
<td>0</td>
</tr>
</tbody>
</table>
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