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Abstract – Book arrangement problems in Indonesia 
mainly utilize traditional systems. However, it 
contributes to user frustration and dissatisfaction, 
leading to difficulties in the retrieval process and 
hindering book monitoring. Therefore, an efficient 
arrangement is needed to make it easier for librarians 
to organize collections at the library. Hence, this study 
proposes and evaluates Optical Character Recognition 
(OCR) approaches such as Tesseract-OCR and 
Efficient and Accurate Scene Text (EAST) by 
considering various light factors and device 
applications. An evaluation was performed to 
determine the effectiveness of the methods for 
detecting classification numbers using the Character 
Error Rate (CER) and Word Error Rate (WER). The 
results obtained can be seen from the lighting and the 
use of image capture tools that can affect the text 
detection results. The higher the lighting, the better the 
text detection results obtained. However, in the 
extraction tool using a security camera yields a better 
output than the others. In conclusion, the 
modernization of book arrangement systems by 
implementing OCR through security cameras could 
enhance user experience in the retrieval process. 
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1. Introduction

Computer vision is implemented to provide co-
computers with the ability to see or process a work 
environment [1]. Its complexity is inspired by 
various fields of knowledge such as psychology, 
neuroscience, physics, robotics, and statistics, 
computer vision applies detection, classification, and 
segmentation to accuracies developed to approach 
human capabilities. The utilization of computer 
vision is carried out because of its efficiency and 
effectiveness. Hence, computer vision is often 
applied for detection, classification, and 
implementation due to its efficiency and 
effectiveness when utilized in common problems [2].  

Additionally, it could be implemented in the 
library to avoid book arrangement problems, which 
frequently occur in Indonesian libraries. For instance, 
the SMKN 1 Manado library still addresses this 
problem owing to the lack of classification numbers 
in their collections. Consequently, it would affect the 
retrieval process by users and discourage them from 
coming or using services in the library [3]. Therefore, 
the arrangement of books plays a very important role 
in the library ecosystem [4] because it has a 
functional and linear relationship with user 
satisfaction [5]. 

Therefore, some studies have applied the greedy 
algorithm method, although still lacking because of 
the value of the book’s dependency on the selection 
[6]. Other studies implemented Urgency, Seriousness 
Growth (USG), and paired-sample t-test analysis 
with results that did not significantly affect the 
provisions for structuring archives [7]. On the other 
hand, the common book arrangement method that is 
usually applied in the library or reading room [4], [8] 
requires a long time and the librarian's accuracy in 
determining collections. However, the problem faced 
by libraries in Indonesia is the lack of resources and 
the cost of managing books. 

However, computer vision is needed to overcome 
these problems.  
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Optical character recognition, which is in the 
implementation of computer vision in various 
studies, has been applied in several fields, such as 
real-time identification of license plate numbers [9], 
[10] and recognition text on traffic signs [11], [12]. 
In several studies, Tesseract and EAST are the most 
common algorithms. Tesseract has been applied in a 
great number of studies, such as character 
recognition of Javanese text [13], digital documents 
[14], and text captured with a digital camera [15]. 
The implementation of the EAST algorithm has been 
used in some studies because of its good performance 
in natural landscape issues [16], [17]. EAST also has 
a simple network structure equipped with increased 
speed and accuracy [18]. Therefore, in this study, the 
CER and WER were applied to evaluate Tesseract 
and EAST. CER and WER were implemented as 
indicators to determine the accuracy of the OCR. 
Consequently, WER has a higher level of 
understanding accuracy than the trigram model [19]. 
Meanwhile, CER and WER have been applied to 
detect errors and accuracy in children's writing [20]. 
However, in its implementation, it is often utilized in 
speech recognition because its use can detect the 
accuracy of many sentences [21], [22].  

Essentially, Tesseract and EAST are used to 
detect classification numbering in books under 
various lighting conditions, particularly low lighting. 
In general, the library has natural and minimal 
lighting to reduce damage to collections [23]. This is 
done to reduce the time and cost needed to organize 
the collection. Hence, the effectiveness of the OCR 
method for detecting classification numbering is 
expected to simplify the collection arrangement 
process because of the importance of structuring the 
books in the library. 

In addition, this article will be divided into several 
sections, such as Section 2, which contains related 
work from previous research. Furthermore, Section 3 
will present the methods of OCR used in this 
research. Moreover, section 4 which contains a 
presentation of the results and a discussion of 
previous research. Section 5 presents the conclusion 
of the results. 

2. Related Work

A library is an institution that provides a 
collection of written, printed, and recorded library 
materials as a central source of information that is 
regulated by a system for community information 
needs [24]. In the existing system in the library, to 
meet information and discovery needs, it is necessary 
to organize collections to make it easier for users to 
find the information they need. Structuring 
collections (shelving) is an activity in the library in 
the form of arranging collections on shelves based on 
certain provisions [25].  

The provisions of the arrangement are applied 
based on relative or permanent placement and are 
grouped by class. The classes contained in the book 
are grouped using classification, which is a 
systematic grouping of several objects or ideas in a 
particular class or class [26]. The goal is for the 
information retrieval system process to be easier for 
both users and librarians. Information retrieval is the 
science of searching for information in documents, 
searching for documents, searching for metadata that 
describes documents, or searching in databases [27]. 

However, book arrangements cannot be said to be 
efficient and well-implemented in libraries in 
Indonesia. This is because the process is time-
consuming and lacks resources in most libraries in 
Indonesia. Computer vision has been used to 
overcome this problem. Computer vision is an 
artificial ability to see and change real objects into 
digital formats [28]. The digital format is displayed 
in a visual form to help humans work. One of the 
fields of computer vision that is often used and 
relevant in the process of structuring books is optical 
character recognition [29]. 

Optical character recognition is a technology that 
digitizes real objects into digital form. Technological 
developments are rapid in the current digital era. 
Their use, which is not limited to any object, makes 
them a popular part of computer vision. OCR is often 
discussed in research on the detection of real objects 
in the form of objects or text, as is the case with 
automatic detection of license plate numbers [30], 
[31], object detection in image documents [32], 
handwriting detection [33], identification of ancient 
manuscripts [34] and many more.  

Nevertheless, the discussion about OCR will not 
be separated from Tesseract OCR. In several studies, 
Tesseract was used to extract text characters from 
vehicle registration [35], recognise text with 
Javanese characters with satisfactory results [13], and 
use 10 photos of digital documents with the best 
results on a distance of 30 cm in outdoor conditions 
[14] or detecting text in images captured by digital 
cameras on cellphones, where the greater the image 
quality, the higher the accuracy [15]. 

However, even so, Tesseract OCR is still not 
enough to help librarians organize collections on 
shelves because the library environment is generally 
made using natural lighting and minimal damage to 
library materials. Several studies have used text 
restoration methods to detect text under minimal 
lighting [36]. Another study used MSER and CNN to 
detect text under dark lighting [37]. However, several 
studies have used an efficient and accurate scene text 
detector for text detection in natural lighting. EAST 
is a text-detection model that has good speed and 
performance [17].  
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This model is used in traffic sign detection [38], 
web text image detection [16], and natural scenery 
[18]. 

3. Research Method

This study employs a thorough and precise 
technique to examine the efficacy of a proposed 
methodology by evaluating Tesseract and EAST to 
identify and categorise labels on books. The main 
goal is to understand the distinct characteristics and 
labelling scheme by examining a wide range of 
lighting scenarios and imaging apparatus in detail. 

3.1. Data Source 

To reach relevant results, careful experimental 
procedures must be used to collect data. Therefore, a 
methodical data collection using books and varied 
lighting settings was implemented. The selection of 
books included a variety of classification names and 
numbers; this was done on purpose to test the 
effectiveness of the suggested strategy for identifying 
various numerical categorizations. In order to do this, 
the books were exposed to controlled lighting 
treatments of varied intensities: 450 lumens, 900 
lumens, 1350 lumens, 1800 lumens, and a situation 
in which there was no natural lighting. By carefully 
adjusting the lighting, it was possible to thoroughly 
investigate the method's ability to distinguish 
between varieties of brightness circumstances. As 
shown in (Fig. 1), some imaging devices such as a 
phone camera, a security camera (CCTV), and a 
webcam, were used to collect data. Every imaging 
equipment was carefully positioned at a standard 
distance of 35 cm from the experimental setup. This 
rigorous planning not only made it possible to collect 
several datasets, but also made it easier to conduct an 
empirical evaluation and choose the best imaging 
tool for the experimental situation. Nevertheless, the 
study aims to illuminate the complex interplay 
between different lighting conditions, imaging 
equipment, and their combined effects on the 
efficacy of the suggested methodology. 

Figure 1. Lighting and device placement for the 
experiment 

3.2. Methods 

This study's main goal is to identify and carefully 
examine the classification numbering imprinted on 
the book's back covers to clarify its unique features 
and arrangement. In addition to this main purpose, 
this research project's concurrent objective is to 
evaluate the effectiveness of optical character 
recognition (OCR) in the precise identification and 
extraction of this categorization numbering. 
Tesseract and EAST are two different yet 
complementary algorithmic frameworks that must be 
used in the investigation process to recognize 
categorization numbering. These mathematical 
models are cleverly used to challenge text 
identification within photos and are neatly 
incorporated into the Python programming 
environment. 

Tesseract and EAST were purposefully chosen as 
the study's primary algorithms because of their well-
known prowess in textual analysis and detection. 
Tesseract, which is renowned for its prowess in 
transforming text-containing images into machine-
readable text, fits in perfectly with the study's goal of 
decoding the classification numbers seen on book 
covers. In addition, the EAST algorithm, known for 
its accuracy in locating and detecting text inside 
natural surroundings, adds a crucial component to the 
research technique. The anticipated discrepancy in 
results produced by the application of Tesseract and 
EAST algorithms is essential to this investigation. It 
is possible to identify discrepancies in their 
performance features by a careful comparison 
analysis. The effects of these variations go beyond 
the scope of algorithmic preferences, providing 
subtle insights into the advantages and disadvantages 
inherent in each strategy. Figure 2 serves as the 
complex interplay between algorithms and picture 
data by providing a visual explanation. 

Figure 2. Output geometry design 

The primary goal of this study is to evaluate the 
Tesseract OCR and EAST techniques' accuracy in 
error detection during the detection stage. The 
success of optical character recognition and text 
detection systems depends on this stage. Character 
Error Rate (CER) and Word Error Rate (WER) are 
two distinct metrics that are used in the review 
process. WER evaluates errors at the word level 
whereas CER assesses faults at the character level.  
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Precision calculations are made possible by the 
field-established formulas for CER and WER [39], 
[40]. Combining the two measurements provides a 
thorough insight of Tesseract OCR and EAST 
performance, catching minute nuances and having 
real-world applications. In general, this study 
improves our comprehension of mistake patterns and 
advances text detection technology. 

𝑪𝑬𝑹 =
𝐒 + 𝐃 + 𝐈

𝐍

The total CER computation is derived by 
calculating the number of characters with nearly 
identical text detection results (S), the number of 
characters that disappear or are missing (D), and the 
number of insertion characters (I). The total is then 
divided by the number of characters in the reference 
text (N). Principally, the lower its value the better the 
performance. The indicators can be seen in the table 
below: 

  Table 1. CER and WER accuracy indicator 
Accuracy CER & WER 

Good 1-2% (98-99% accurate) 
Average 2-10% (90-98% accurate) 

Poor >10% (below 90% accurate) 

On the other hand, WER formulas are nearly 
identical to CER formulas even though the focus is 
more on word calculation. However, WER is certain 
to have a greater value than CER due to the 
calculation evaluation errors in the detected words. 
The calculation can be done using the formula below. 

𝑾𝑬𝑹 =
𝑺𝒘 +𝑫𝒘 + 𝑰𝒘

𝑵𝒘

Therefore, the total of the WER calculation is 
obtained by calculating how many words have 
comparable words in the output (𝑺𝒘), how many 
words are absent (𝑫𝒘), and how many words are 
inserted (𝑰𝒘). This is then divided by the number of 
words in the ground truth (𝑵𝒘). 

3.3. Framework Approaches 

Figure 3. Research framework 

The Tesseract OCR and EAST methods are used 
to detect categorization labels attached to books. 
Figure 3 shows the sequential steps in the detection 
process. The flowchart shows a thorough process that 
includes seven distinct steps and culminates with 
pattern detection. The use of various books, each 
with a distinct classification number on the spine, is 
required for the first stage in order to replicate real-
world events. Notably, the experiment uses lamps 
calibrated at 450, 900, 1350, and 1800 lumens that 
have different luminosity levels, allowing for 
controlled adjustments in illumination settings. To 
provide a variety of lighting conditions during the 
experiment, these lamps are placed carefully atop the 
book rack. This intentional adjustment of lighting 
conditions demonstrates thoughtful planning, mimics 
the diversity found in real-world settings, and 
strengthens the reliability and relevance of the study's 
findings. 

4. Result and Discussion

In this study, several thorough tests were carried 
out to assess the outcomes of text identification on 
categorization label images located on book spines in 
order to determine the efficiency of the suggested 
method. The introduction of the experimental 
technique is followed by a display of the text 
detection results, and the section concludes with a 
discussion during the last session. Tesseract and 
EAST, two well-known approaches, were used to 
picture objects in the form of categorization labels 
found on the spines of books to evaluate text 
detection. Each dataset was presented as part of the 
review process and put through two different 
experimental scenarios, which are described below. 

Scenario-I (SI): given a different behavior, 
namely by providing different lighting to the 
book. 

Scenario-II (S-II): using different tools to 
capture the data for providing the best tools to 
use for detection. 

The outcome of the scenario used to create the 
picture of the bookshelf, which just focuses on 
various lighting, does not seem to change anything 
(Fig.4). However, the results of the image without 
light are different from those of the other images. In 
essence, a security camera, which includes infrared 
to enable it to capture items in the dark, can show the 
books or categorization label in the image whereas a 
phone or webcam cannot in a situation without 
lighting. These findings emphasize the critical role 
that lighting circumstances play in the suggested text 
identification method's efficacy and emphasize the 
need to take into account the unique environment and 
equipment when designing a system for classifying 
labels on book spines. 
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(a) 

(b) 

(c) 

(d) 

(e) 
Figure 4. Experiment with various Lighting; (a) 450 

Lumens, (b) 900 Lumens, (c) 1350 Lumens, (d)1800 
Lumens, and (e) 0 Lumens/ Without Lighting 

On the other hand, in Figure 5 we can see that 
different camera types, notably phone cameras, 
security cameras (CCTV), and webcams, produce 
noticeably different results. These discrepancies are 
visible not only in the text detection but also in the 
image quality and noise levels. It is noteworthy that 
the results from security cameras (CCTV) had better 
image quality than those from phone cameras and 
webcams, indicating the potential benefits of using 
specialized surveillance equipment for this 
application. In contrast, webcams produced the least 
accurate text detection and poorest image quality 
outcomes. This discrepancy highlights how the type 
of camera might affect how well the suggested 
method works and highlights how important it is to 
take imaging equipment into account when designing 
text detection systems for categorization label 
identification on book spines.  

(a) 

(b) 

(c) 

Figure 5. Experiment based on devices; (a) Security 
Camera (CCTV), (b) Phone Camera, and (c) Webcam 
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Furthermore, a complex assessment is required to 
properly evaluate the two scenarios that are applied 
to the developed method and the objects to which it 
is applied, respectively. Performance is measured 
using Character Error Rate (CER) and Word Error 
Rate (WER), in which the results of text 
identification are compared to text references, also 
known as ground truth. Ground truth in this study 
refers to text that has been taken from book images 
and classification labels. It is significant to note that 
the wording in the reference materials is not perfect, 
primarily because of folds or obstructions that hide 
some of the text on the classification labels. We took 
a practical approach in light of these difficulties, 
concentrating mostly on the classification labels 
themselves. As a result, when we evaluated the 
effectiveness of the procedure after the trial, we 
solely used the categorization numbers as the 
reference text. This specialized technique of defining 
ground truth takes into consideration the inherent 
difficulties in text extraction from categorization 
labels with information that is obscured or only 
partially visible, enabling a more accurate evaluation 
of the method's effectiveness in real-world 
applications. 

The crucial significance that ground truth plays in 
determining the accuracy of the approach must be 
emphasized in the context of using character error 
rrate (CER) and word error rate (WER) as 
performance measures. The importance of ground 
truth is made clear by the fact that it is essential to 
the computation of metrics like precision, recall, and 
F-measure, all of which depend on comparisons to 
the ground truth references. The goal of this study is 
to provide more light on the intricacies of text-based 
mistake detection (Fig. 6). The graphical depiction 
makes it clear that while some texts can be detected 
textually accurately, the localization aspect is still not 
ideal, which therefore lowers the precision rating. 

 

 
Figure 6. Text detection results 

 
 

The resulting findings are systematically 
computed in accordance with the following formula 
for assessing the effectiveness of text detection 
systems. As a result, we have combined the findings 
of text detection evaluations carried out using both 
Tesseract and EAST data, with an emphasis on 
Character Error Rate (CER) and Word Error Rate 
(WER) as the main evaluation metrics. The CER 
computation for text detection on book photos 
produced results that could be classified as "bad," as 
seen in (Fig. 7). In particular, the CER values were 
higher than 10, which showed that there were 
considerable text detection errors. Upon closer 
inspection, it becomes clear that the ambient lighting 
conditions in the room have a significant impact on 
the text detection ability. Notably, better detection 
outcomes were seen in settings with a light level of 
1350 lumens. On the other hand, results with 450 
lumens of lighting and no ambient light were shown 
to produce the worst results. However, it is 
noteworthy that the security camera's infrared 
capabilities showed improved text identification 
performance even in circumstances with only 450 
lumens of lighting, outperforming that of typical 
lighting conditions. This emphasizes the additional 
advantage of using infrared technology to achieve 
reliable text identification, especially in low-light 
situations. 

In contrast, results from the examination of text 
detection on book photographs using the word error 
rate (WER) metric show an even more difficult 
situation than those found with the character error 
rate (CER) measure (Fig. 8). In this situation, the 
WER computations produce results that are between 
60 and 100, highlighting a substantially higher level 
of text identification error. A comprehensive 
analysis of the WER calculation results reveals that 
the effectiveness of the room's illumination has a 
significant impact on the results. Once more, text 
detection performs best in lighting conditions with a 
luminance of 1350 lumens. The worst outcomes, on 
the other hand, are constantly seen in situations with 
900 lumens of brightness and when there is no 
ambient light present, which is especially noticeable 
when utilizing phone cameras and webcams. It is 
interesting to note that the security camera, utilizing 
its infrared capabilities, maintains superior text 
detection ability even when compared to scenarios 
with 450 lumens and 900 lumens of brightness, 
reiterating its robustness in low-light situations. 
These results highlight the crucial interaction 
between lighting and text detection precision and 
highlight the benefits of specialist tools like security 
cameras for this particular application. 
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Figure 7. The results of calculations using CER

An alternative strategy is followed by restricting 
the focus of text detection solely to the classification 
numbering portion that contains book labeling 
information because the acquired results are still less 
than ideal. This change departs from the previous 
ground truth definition and necessitates a 
commensurate adjustment in the ground truth 
implementation. This more sophisticated method is 

intended to solve the  articular difficulties presented 
by the categorization numbering section, which 
could have unique qualities and complexity in 
comparison to the rest of the text on the book spine. 
We aim to improve the precision of text detection in 
this crucial area of the classification label 
byadjusting the ground truth to be in line with this 
more specific purpose. 

 

 
 

Figure 4. The results of calculations using WER 
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The results have improved noticeably by focusing 
only on the classification numbering segment 
however they have not yet attained a level of 
complete satisfaction. Meanwhile, these improved 
results do show a noticeable improvement, with 
performance indicators often falling between 10 and 
100. Character error rate (CER) calculations (Fig. 9) 
make it clear that the best outcomes were 
consistently seen in settings with 1800 lumens of 

lightin. The least desirable results, on the other hand, 
were consistently connected with conditions 
described by 450 lumens of lighting and 
circumstances where no ambient lighting was used, 
which was especially apparent when utilizing phone 
cameras and webcams. These findings show that 
lighting conditions are crucial for improving text 
identification accuracy even when the classification 
numbering section is the main emphasis. 

 

 
 

Figure 5. The results of calculations using CER 
 

The optimaland suboptimal detection scenarios 
nevertheless correspond with those found in the CER 
calculations when using the word error rate (WER) 
computation (Fig. 10). Overall, taking into account 
text detection in the categorization numbering part, 
the best results are invariably connected to 
illumination conditions of 1800 lumens. This finding 
emphasizes the connection between better text 
detection outcomes and higher illumination levels. It 

is important to note that using a security camera 
consistently produces better results, regardless of the 
lighting situation, especially when taking into 
account the convex camera type. In contrast, 
webcam performance constantly falls short of that of 
other imaging technologies. As a result of their 
subpar performance in contrast to other equipment 
options, it is advised against using webcams for 
textbook detection in a variety of lighting situations.

 

 
Figure 6. The results of calculations using WER 
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Based on the experiments and analyses that have 
been implemented, the results show that the 
approach using computer vision text detection can be 
applied in detecting classification numbering in the 
book. The implementation of Tesseract and EAST as 
a method that is considered better than using only 
Tesseract [17] in minimum lighting [38] is expected 
to bring satisfactory results. However, the results 
obtained in the text detection on the book and the 
numbering of the classification are still not at a 
satisfactory stage. 

Nevertheless, the findings can be observed by 
analyzing the illumination and selecting the 
appropriate image capture tool, as these factors could 
impact the text detection outcomes. In image 
detection of the books, 1350 lumens lighting has the 
best detection results compared to the others. 
Meanwhile, the 1800 lumens lighting has the best 
impact on detecting classification numbers compared 
to the others. This means the brighter the lighting, 
the better the detection results obtained. On the other 
hand, the use of a security camera has better results 
than a webcam. Based on these results, the use of 
Tesseract and EAST text detection provides quite 
good results when compared to methods without 
computer vision. Wibisono [6] uses the greedy 
algorithm method but in its application, it still has 
drawbacks because the selection function is affected 
by the value of the books being managed. 
Meanwhile, Herawan [7] carried out the Urgency, 
Serousness, Growth (USG), and Paired-Samples T-
Test analysis methods for structuring inactive 
archives with results that did not significantly affect 
the provisions for structuring archives. The 
conventional or traditional practice of organizing 
books in libraries often consumes a significant 
amount of time [4], [8]. 
 
5. Conclusion 

 
In this study, the use of computer vision, namely 

text detection was implemented to deal with book 
structuring problems, which so far have consumed 
more resources and time. In its implementation, text 
detection is applied by considering several scenarios, 
namely in the aspect of lighting and the use of 
different tools. With the use of text detection with 
Tesseract and EAST, can be utilized to make it 
convenient to detect the classification numbering. 
Furthermore, from experiments of the lighting 
scenario and the tools used, it was determined that 
the outcome would be better if it had more light. For 
taking pictures, security cameras demonstrably 
outperform webcams, which deliver the lowest 
quality results among the compared devices. It would 
be concluded that the use of a webcam should be 
avoided to prevent the worst result of text detection.  

The implementation of it especially for detecting 
the classification number could provide a promising 
solution to the challenges associated with book 
structuring. Traditionally resource-intensive and 
time-consuming, the application of text detection, 
particularly utilizing Tesseract and EAST algorithms, 
has shown significant potential in efficiently 
extracting and interpreting classification numbering. 
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