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#### Abstract

Examining the physical movements of students during their educational quests holds great significance as these nonverbal cues can exert a substantial influence on academic performance, and boost, learning outcomes, Consequently, numerous researchers are engaged in exploring the domain of gesture categorization employing machine learning techniques. Initially, we conducted an observation of students' movements in a virtual learning environment during face-to-face interactions with their teachers. This procedure yielded a roster of thirteen motionbased behaviors, encompassing actions such as tilting the head towards either direction, lowering and lifting the head, as well as gesturing with the right and left hand towards the head and neck area, and positioning the shoulders in a front and lateral direction. This research offers a technique for establishing a set of criteria for categorizing students' gesticulations in online learning by utilizing the comprehensive MediaPipe holistic library and OpenCV to detect, pose and extract salient landmarks. This endeavor culminated in the attainment of a percentage-based metric indicative of gesture identification efficacy pertaining to the aforementioned thirteen motionbased activities.
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## 1. Introduction

The internet can serve as an efficacious pedagogical resource for both students and teachers alike, offering a virtual classroom that affords a superior alternative to conventional modes of instruction [1]. Virtual and traditional classes diverge primarily in their utilization of digital tools, as the former relies on internet-based platforms like Zoom, Google Meet, and comparable software applications to effectuate its educational objectives. Despite being pre-recorded, virtual classes are conducted in realtime between teachers and students [2]. The structure of a web-based/online learning environment permits the implementation of efficacious interaction between teachers and students, wherein learning is a cognitive process that can be experienced either through individual activity or via sensory input, such as through gestural expression or via the five senses. The endeavor to achieve favorable learning outcomes via the incorporation of gestural or sensory-based modalities into pedagogical frameworks is termed as "learning styles". Gestures, for instance, are a type of nonverbal communication that individuals employ in their unique manner while engaging in the process of learning [3], [4], [5]. These learning styles play a crucial role in determining academic success and can exert a positive influence on students' achievements [6]. Learning styles are found to be closely associated with and capable of influencing learning achievement by up to 52\% [7]. Additionally, a number of other research works have noted the significant impact of learning styles on students' academic accomplishments, with effect sizes reaching as high as $80.8 \%$ [8]. Based on gestural expression, learning styles can be classified into three primary categories, including auditory, visual, and kinesthetic modes of learning [9], [10].

The kinesthetic learning style is primarily associated with physical behavior, involving a proclivity towards learning through physical activity, being attuned to expressions and nonverbal communication, possessing a physically-oriented disposition, and exhibiting a proclivity towards frequent movement [9]. In the context of learning, gestural behavior serves as a type of nonverbal communication that encompasses head, body, and hand gestures, including those of the hands, fingers,
and shoulders [11], as well as the combination of these elements in tandem with facial expressions to effectively convey messages [12]. During class time, a student's posture and gestural behavior may involve gazing to the side, standing, bowing the head, writing, and reading, among other actions [13]. As depicted in Figure 1 below, such gestural behavior is a form of nonverbal communication that embodies a learning style and is typically exhibited through the movement of the head, shoulders, and hands.


Figure 1. Presents observation results of kinesthetic movements during learning:

1. Head up 2. Head down 3. Head turned to the right 4. Left hand to the head 5. Left hand to the face 6. Left hand to the neck 7. Shoulder to the right 8. Shoulder to the left 9. Shoulder to the front 10. Right hand to the head 11. Right hand to face 12. Right hand to neck 13. Head turned to the left

In the course of this study, the authors monitored students who were engaged in online learning sessions conducted via Zoom meetings. The observations gleaned from this research demonstrate that students tend to exhibit the types of movements detailed in Figure 1 during their learning activities. The outcome of this study establishes regulations from the detection, tracking, and extraction findings as a dataset to recognize student gestures performed during learning, specifically the movements made by the head, shoulders, and hands. These movements include the head turning to the left and right, looking up and down, shoulders moving to the left, right, and forward, and hands moving to the face, neck area and head. The outcomes of this research offer a valuable contribution towards future studies aimed at establishing a classification system for the learning styles of students.

## 2. Background of the Study

Object detection, tracking, and extraction using machine learning were carried out in this study by employing the Mediapipe model through a Python application. The Mediapipe framework is
specifically developed for artificial intelligence applications and incorporates Tensor Flow, which enables acceleration of a device's GPU (Graphics Processing Unit) and CPU (Central Processing Unit) [14]. The BlazePose technique allows Mediapipe to detect and track 332 D landmark points on the body in each RGB video frame, providing a comprehensive and precise view of the body's movements during learning [15]. The BlazePose technique identifies the key points on the identified body part, which produces $\mathrm{x}, \mathrm{y}$, and z axis coordinates as the detection result output [16]. Mediapipe has shown substantial advancements in solving problems related to image classification, object detection, object localization, and image segmentation. Hence, this model has gained immense popularity in the field of Computer Vision, particularly in the area of gesture detection [17]. Based on the 33 identified keypoints by mediapipe (as depicted in Figure 2), the proposed study focuses on detecting landmarks on the head, shoulders, and hands by concentrating on the position of 8 specific keypoints, as illustrated in Figure 3.


Figure 2. Landmark pose 33 keypoint


Figure 3. (8 keypoint detection
(MediaPipe, 2020)
The midpoint depicted in Figure 3 is generated by combining keypoint 11 and keypoint 12 through the equation:
xMiddle, yMiddle $=\operatorname{int}((x 11+x 12) / 2)$,
$\operatorname{int}((y 11+y 12) / 2)$.
The resultant xMiddle and yMiddle coordinates refer to the middle keypoint, which corresponds to the pose keypoint of the neck.
In order to detect student gestures during learning, an extraction process is performed after the object is detected. This extraction process involves measuring the distance and comparing the coordinate points of a moving object per frame. The Euclidean distance formula is used to calculate the distance between these coordinate points. The Euclidean distance equation is a mathematical formula used to measure the distance between two points in Euclidean space, which is a space with a fixed number of dimensions where the Pythagorean theorem can be applied [18] The formula is widely used in mathematical and scientific applications to calculate distances in one or more dimensions, and is based on the principle of studying the relationship between angles and distances [19].
as a research proposal)
The equation for Euclidean distance is as follows :
$d=\sqrt{\left(x_{1}-x_{2}\right)^{2}+\left(y_{1}-y_{2}\right)^{2}}$
Description :
d = Distance
$\mathrm{x} 1=$ initial x coordinate point value,
$\mathrm{x} 2=$ destination x coordinate point value
y1 = initial y coordinate point value,
y2 = destination y coordinate point value

## 3. Proposed Methods

The data used in this study was collected by recording videos of students participating in Zoom meetings during a 2 minute and 30 second learning session while sitting in a standard position. The standard sitting position involves sitting on a flat surface with a straight view, keeping the shoulders relaxed, the upper arms vertical, the forearms horizontal, and the lower legs vertical (Sritomo, 1995). The captured video is subsequently divided into segments, each representing an individual student (object), and treated as input data for further analysis. This process involves the following stages at figure 4 :


Figure 4. Stages of recognizing movement activities

In Figure 4, the first time the video input is read by OpenCV, the object will be captured in each frame by the OpenCV function to be acquired, processed, and made a decision. Before the keypoint is displayed, with the OpenCV function, the conversion process to RGB is required so that the color display can be displayed by the MediaPipe function correctly. The 8 specified keypoints are identified based on the location of the ( $\mathrm{x}, \mathrm{y}$ ) coordinate points of the MediaPipe. The keypoints are identified based on the image width and image height to get the appropriate image size. To detect the 8 keypoints using the holistic MediaPipe library that will automatically integrate all 8 keypoints on the head, hands, and shoulders. After the 8 points are identified, they will be processed by the openCV function to be displayed on each Object frame according to the keypoint location on the MediaPipe with a bright green keypoint image as shown in Figure 5:


Figure 5. 8 Keypoint detected on the object
Explanation of figure 5, the head part is located on the nose (keypoint 0 ), left ear (keypoint 7), and right ear (keypoint 8). The shoulder is located on the left shoulder (keypoint 11) and right shoulder (keypoint 12). The hand is located at the left wrist (keypoint 15), right wrist (keypoint 16) and middle (keypoint between the left shoulder and right shoulder). Step 2 detection and tracking, objects commonly exhibit dynamic movements by carrying out a reaction [21].

The dynamic movement performed by the object is conducted in a stationary manner (i.e., sitting). The tracking of movement can be employed as material for the process of movement capture [20]. In this proposal for research, tracking refers to the procedure of transferring the x and y coordinate points from their initial positions to the next positions until they reach the destination $x$ and $y$ coordinate points. Each of the $x$ and $y$ coordinate points contain a respective value. As shown in the following Figure 6 :


Figure 6. Tracking process
In Figure 6 shows, the procedure of tracking the starting coordinate point towards the goal involves passing through intermediate points on the way until the goal is reached.

The distance covered throughout this tracking process will eventually approach zero.

Step 3 landmark extraction, extraction refers to the analysis of an object's movement, and the results of this analysis can be utilized as input for classification purposes. Specifically, extraction involves tracking analysis that yields the distance value by reducing the goal $x$, $y$ coordinate point value with each displacement of the start $x, y$ coordinate point value, until the value of the goal $x, y$ coordinate point is reached. Thus, the distance between the start and goal coordinate points can be determined.

Step 4, the proposed method of determining the motion activity of the object is done by :
a. Involves the computation of the spatial separation between two distinct key points, identified as the starting point ( $\mathrm{x} 1, \mathrm{y} 1$ ) and the goal point $(\mathrm{x} 2, \mathrm{y} 2)$.

By using the Euclidean Distance equation, the distance value between 2 keypoints can be calculated. So obtained for each distance value between 2 keypoints as shown in Table 1 below:

Table 1. Distance equation between 2 keypoints

| Equation | Function |
| :---: | :---: |
| t0_8 $=\sqrt{ }\left((\mathrm{x} 0-\mathrm{x} 8)^{2}+(\mathrm{y} 0-\mathrm{y} 8)^{2}\right)$ | To determine the distance value of keypoint 0 and keypoint 8 |
| $\mathrm{t} 0 \_7=\sqrt{\left((x 0-x 7)^{2}+(y 0-y 7)^{2}\right)}$ | To determine the distance value of keypoint 0 and keypoint 7 |
| t0_middle $=\sqrt{ }\left((\mathrm{x} 0-\mathrm{xMiddle})^{2}+(\mathrm{y} 0-\mathrm{yMiddle})^{2}\right)$ | To determine the distance value of keypoint 0 and the Middle keypoint |
| K_Top_Down $=\sqrt{ }\left((\mathrm{x} 0-\mathrm{xMiddle})^{2}+(\mathrm{y} 0-\mathrm{yMiddle})^{2}\right)$ | To determine the distance set value between the 0 and Middle keypoint values when the object is initially detected |
| $\mathrm{t} 0 \_16=\sqrt{\left((x 0-x 16)^{2}+(\mathrm{y} 0-\mathrm{y} 16)^{2}\right)}$ | To determine the distance value of keypoint 0 and keypoint 16 |
| t0_15 $=\sqrt{ }\left((\mathrm{x} 0-\mathrm{x} 15)^{2}+(\mathrm{y} 0-\mathrm{y} 15)^{2}\right)$ | To determine the distance value of keypoint 0 and keypoint 15 |
| tMiddle_16 $=\sqrt{ }\left((\mathrm{xMiddle}-\mathrm{x} 16)^{2}+(\mathrm{yMiddle}-\mathrm{y} 16)^{2}\right)$ | To determine the distance value of the Middle keypoint and keypoint 16 |
| tMiddle_15 = $\left.{ }_{((\text {(xMiddle-x15) }}{ }^{2}+(\mathrm{yMiddle}-\mathrm{y} 15)^{2}\right)$ | To determine the distance value of the Middle keypoint and keypoint 15 |
| t12_Middle $\left.=\sqrt{( }(\mathrm{xMiddle}-\mathrm{x} 11)^{2}+(\mathrm{yMiddle}-\mathrm{y} 11)^{2}\right)$ | To determine the distance value of the Middle keypoint and keypoint 11 |
| t11_Middle $=\sqrt{ }\left((\mathrm{xMiddle}-\mathrm{x} 12)^{2}+(\mathrm{yMiddle}-\mathrm{y} 12)^{2}\right)$ | To determine the distance value of the Middle keypoint and keypoint 12 |
| tMiddle_11 $=\sqrt{ }\left((\mathrm{xMiddle}-\mathrm{x} 11)^{2}+(\mathrm{yMiddle}-\mathrm{y} 11)^{2}\right)$ | To determine the distance value of the Middle keypoint and keypoint 11 |
| BFront $=\sqrt{ }\left((x \text { Middle }-\mathrm{x} 11)^{2}+\left(\right.\right.$ yMiddle-y11) $\left.{ }^{2}\right)$ | To determine the value of the distance set between the Middle and 11th keypoint values the first time the object is detected. |

b. Comparing the distance values that have been calculated to determine the object's movement activity. The objective of juxtaposing the distance values documented in Table 2 is to
gauge the degree of proximity between the two values and their effectiveness in identifying the direction of keypoint motion. Table 2 illustrates the outcome of the distance comparison :

Table 2. Distance comparison results

| Comparison of distance value | Proximity of keypoint direction |
| :---: | :--- |
| t0_8 < t0_7 | Keypoint 0 is moving towards keypoint 8 |
| t0_7 < t0_8 | Keypoint 0 is moving towards keypoint 7 |
| t0_Middle < K_Top_Down | Keypoint 0 is moving towards the Middle keypoint |
| t0_Middle $>$ K_Top_Down | Keypoint 0 is moving farther from the Middle keypoint. |
| t0_16 < tMiddle_16 | Keypoint 16 is moving towards keypoint 0 |
| tMiddle_16 < t0_16 | Keypoint 16 is moving towards the Middle keypoint |
| t0_15 < tMiddle_15 | Keypoint 15 is moving towards keypoint 0 |
| tMiddle_15 < t0_15 | Keypoint 15 is moving towards the Middle keypoint |
| t12_Middle < t11_Middle | Keypoint 12 is moving towards the Middle keypoint |
| t11_Middle < t12_Middle | Keypoint 12 is moving towards the Middle keypoint |
| tMiddle_11 > BFront | Keypoint 11 is moving farther from the BFront distance <br> value |

c. Determine the range of distance values to determine the range of threshold values. Comparison of distance values from Table 2 will produce a range of distance values as shown in Table 3. In Table 3, the distance value range data
is generated from the training process using 5 detected objects, each object produces a different distance value range, so that the threshold value range will be determined from the smallest to the largest, as shown in Table 3 below :

Table 3. Determination of distance value range

| Number | Keypointcomparisonresult | Object and Range distance value |  |  |  |  | Threshold value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 | 5 |  |
| 1 | t0_8 < t0_7 | $\begin{aligned} & \hline 20.12- \\ & 84.15 \end{aligned}$ | $\begin{aligned} & \hline 61.39- \\ & 71.84 \end{aligned}$ | $\begin{aligned} & \hline 17.49- \\ & 85.01 \end{aligned}$ | $\begin{aligned} & \hline 45.12- \\ & 77.65 \end{aligned}$ | $\begin{aligned} & \hline 9.9- \\ & 85.01 \end{aligned}$ | 9.9-85.1 |
| 2 | t0_7 < t0_8 | $\begin{aligned} & \hline 51.71- \\ & 75.24 \end{aligned}$ | $\begin{aligned} & \hline 10.2- \\ & 81.02 \end{aligned}$ | $\begin{aligned} & \hline 51.04- \\ & 85.38 \\ & \hline \end{aligned}$ | $\begin{aligned} & 25.18- \\ & 85.15 \end{aligned}$ | $\begin{aligned} & \hline 45.79- \\ & 83.93 \end{aligned}$ | 10.2-85.38 |
| 3 | $\begin{aligned} & \hline \text { t0_Middle < } \\ & \text { K_Top_Down } \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 167.03- \\ & 236.12 \end{aligned}$ | $\begin{aligned} & \hline 234.36- \\ & 236.28 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 89.2- \\ & 241.17 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 234.1- \\ & 241.12 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 236.76- \\ & 241.03 \\ & \hline \end{aligned}$ | 89.2-241.17 |
| 4 | t0_Middle > <br> K_Top_Down | $\begin{aligned} & \hline 394.67- \\ & 427.55 \end{aligned}$ |  |  | $\begin{aligned} & \hline 389.02- \\ & 464.47 \end{aligned}$ |  | $\begin{aligned} & \hline 389.02- \\ & 464.47 \end{aligned}$ |
| 5 | $\begin{aligned} & \text { tMiddle_16 < } \\ & \text { t0_16 } \end{aligned}$ | $\begin{aligned} & 9- \\ & 147.18 \end{aligned}$ | $\begin{aligned} & \hline 144.4- \\ & 262.84 \\ & \hline \end{aligned}$ | $\begin{aligned} & 178.68- \\ & 243.4 \end{aligned}$ | $\begin{aligned} & \text { 257.61- } \\ & 261.08 \end{aligned}$ | $\begin{aligned} & 82.97- \\ & 257.61 \end{aligned}$ | 9-262.84 |
| 6 | $\begin{aligned} & \text { tMiddle_16 < } \\ & \text { t0_16 } \end{aligned}$ | $\begin{aligned} & 120.49- \\ & 206.7 \end{aligned}$ | $\begin{aligned} & 257.3- \\ & 276.05 \end{aligned}$ | $\begin{aligned} & 210.91- \\ & 262.3 \end{aligned}$ | $\begin{aligned} & 244.9- \\ & 260.69 \end{aligned}$ |  | $\begin{aligned} & 120.49- \\ & 276.05 \end{aligned}$ |
| 7 | $\begin{aligned} & \mathrm{t} 0 \_16< \\ & \text { tMiddle_16 } \\ & \hline \end{aligned}$ | $\begin{aligned} & 349.36- \\ & 411.1 \\ & \hline \end{aligned}$ | $\begin{aligned} & 399.82- \\ & 413.66 \\ & \hline \end{aligned}$ | $\begin{aligned} & 15.12- \\ & 375.71 \\ & \hline \end{aligned}$ |  | $\begin{aligned} & 362.89- \\ & 405.6 \\ & \hline \end{aligned}$ | 15.12-413.66 |
| 8 | $\begin{aligned} & \text { tMiddle_15 < } \\ & \text { t0_15 } \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 68.88- \\ & 217.75 \\ & \hline \end{aligned}$ | $\begin{aligned} & 148.49- \\ & 253.55 \end{aligned}$ | $\begin{aligned} & \hline 39.2- \\ & 221.38 \\ & \hline \end{aligned}$ | $\begin{aligned} & 166.09- \\ & 205.41 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 221.29- \\ & 264.33 \\ & \hline \end{aligned}$ | 39.2-264.33 |
| 9 | $\begin{aligned} & \text { tMiddle_15 < } \\ & \text { t0_15 } \end{aligned}$ | $\begin{aligned} & \hline 234.1- \\ & 272.9 \end{aligned}$ | $\begin{aligned} & \hline 84.96- \\ & 153.93 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 233.14- \\ & 252.77 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 248.52- \\ & 266.05 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 55.97- \\ & 249.73 \\ & \hline \end{aligned}$ | $84.96-272.9$ |
| 10 | $\begin{aligned} & \text { t0_15< } \\ & \text { tMiddle_15 } \end{aligned}$ | $\begin{aligned} & \hline 342.12- \\ & 473.84 \end{aligned}$ | $\begin{aligned} & 302.22- \\ & 391.2 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 363.23- \\ & 396.43 \\ & \hline \end{aligned}$ | $\begin{aligned} & 20.71- \\ & 474.67 \end{aligned}$ | $\begin{aligned} & \hline 300.91- \\ & 456.21 \\ & \hline \end{aligned}$ | 20.71-474.67 |
| 11 | t12_Middle < <br> t11_Middle | $\begin{aligned} & 195.92- \\ & 256.5 \\ & \hline \end{aligned}$ |  | $\begin{aligned} & \hline 151.92- \\ & 258.12 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 256.35- \\ & 257.33 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 197.88- \\ & 258.03 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 151.92- \\ & 258.12 \\ & \hline \end{aligned}$ |
| 12 | t11_Middle < <br> t12_Middle | $\begin{aligned} & 20.59- \\ & 249.06 \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { 246.33- } \\ & 258.8 \\ & \hline \end{aligned}$ | $\begin{aligned} & 251.1- \\ & 257.05 \\ & \hline \end{aligned}$ | $\begin{aligned} & 185.95- \\ & 215.57 \end{aligned}$ | $\begin{aligned} & \text { 219.06- } \\ & 238.0 \end{aligned}$ | 20.59-258.8 |
| 13 | tMiddle_11 > BFront | $\begin{aligned} & \hline 395.1- \\ & 436.04 \\ & \hline \end{aligned}$ | $\begin{aligned} & 405.24- \\ & 446.08 \\ & \hline \end{aligned}$ | $\begin{aligned} & 410.49- \\ & 487.56 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 399.21- \\ & 404.1 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 429.2- \\ & 549.0 \end{aligned}$ | 395.1-549.0 |

d. Determining the value of distance that is considered ideal and aligns with the specific requirements of motion activity.
Based on the range of threshold values from Table 3 , the ideal distance value is then determined to determine the distance value for each keypoint comparison. The ideal distance value can be determined between $71 \%$ - 100\% of the maximum
threshold value. The ideal distance value is obtained from the following equation:

Ideal distance value $=$ Percent Value $*$ maximum Threshold value

From this equation, the results of the ideal distance value are shown in Table 4 below:

Table 4. Determination of the ideal distance value

| Number | Keypoint comparison <br> result | Threshold value | Percent Value | Ideal distance <br> value |
| :---: | :--- | :--- | :---: | :---: |
| 1 | t0_8 < t0_7 | $9.9-85.1$ | $72 \%$ | 61,3 |
| 2 | t0_7 < t0_8 | $10.2-85.38$ | $71,8 \%$ | 61,3 |
| 3 | t0_Middle $<$ <br> K_Top_Down | $89.2-241.17$ | $82,8 \%$ | 199,7 |
| 4 | t0_Middle $>$ <br> K_Top_Down | $389.02-464.47$ | $92 \%$ | 427,3 |
| 5 | tMiddle_16 < t0_16 | $120.49-276.05$ | $100 \%$ | 276,05 |
| 6 | t0_16<tMiddle_16 | $15.12-413.66$ | $100 \%$ | 413,66 |
| 7 | tMiddle_15 < t0_15 | $84.96-272.9$ | $100 \%$ | 272,9 |
| 8 | t0_15<tMiddle_15 | $20.71-474.67$ | $100 \%$ | 474,67 |
| 9 | t12_Middle $<$ <br> t11_Middle | $151.92-258.12$ | $75,9 \%$ | 195,97 |
| 10 | t11_Middle $<$ <br> t12_Middle | $20.59-258.8$ | $75,7 \%$ | 195,9 |
| 11 | tMiddle_11 $>$ <br> BFront | $395.1-549.0$ | $72 \%$ | 395,28 |

e. Rule for determining movement activity.

Table 5. Movement activity classification rule

| Condition |  | Then |
| :---: | :---: | :---: |
| Distance comparison | Threshold values | Movement activity |
| If (t0_8 < t0_7) | and ( $\mathrm{t} 0 \_8<=61.3$ ) | Head turn to the right |
| If (t0_7 < t0_8) | and ( $\mathrm{t} 0 \_7<=61.3$ ) | Head turn to the left |
| If (t0_middle < K_Top _Down) | and (t0_middle <= 199.7) | Head down |
| If (t0_middle > K_Top _Down) | and (t0_middle >= 427.3) | Head up |
| If (t16_middle < t16_0) | and (t16_middle <= 276.05) | Right hand to the middle (neck/face) |
| If (t16_0 < t16_middle) | and (t16_0 <= 413.66) | Right hand to the head |
| If (t15_middle < 15_0) | and (t15_middle <= 272.9) | Left hand to the middle (neck/face) |
| If (t15_0 < 15_middle) | and (t15_0 <= 474.67) | Left hand to the head |
| If (t12_Middle < t11_Middle) | and (t12_Middle <= 195.97) | Shoulder to the left |
| If (t11_Middle < t12_Middle) | and (t11_Middle <= 195.9) | Shoulder to the right |
| If (tMiddle_11 > BFront) | and (middle_11 >= 395.28) | Shoulder forward |

From the results obtained in Table 4, a rule is generated to be able to determine the classification of movement activities as in Table 5 below:

Table 5 explains, when the system is run, each distance value will be calculated and compared, so that it will reach the smallest distance value of the 2 distance values. When it has reached the smallest distance value, then the distance value is compared with the threshold value.

If it has entered the threshold value, the system will continue to calculate the distance value until the will contine to calculate the distance value until the
distance value comes out of the threshold value. After the distance value is out of the threshold value, then the system will display the resulting movement activity.

The rules from Table 5 above have been able to detect movement activities performed by students, whether the movement is done only 1 movement or by using a combination of movements, such as the
right hand to the head and the head while turning to the left. This can be generated from rules that can recognize all 8 keypoint movements when the object is detected.

## 4. Experimental Results

During the extraction testing phase, we utilized the Python program in combination with the comprehensive MediaPipe library to identify and track movements of the head, shoulders, and hands.

To accomplish this, we employed video input derived from a zoom meeting recording that possesses a frame rate of 25 fps , and dimensions of 1280 by 720 pixels.

The Table presented as Table 6 serves as an exemplar of the application of rules governing the detection, tracking, and extraction of landmarks within the context of objects engaged in motion. Specifically, the record provided in Table 6 pertains to the activity of the head turning rightward and tilting upwards.

Table 6. Records of detection, tracking, and extraction results of rule

| Frame | Htl $\quad$ Htr $\quad$ BowL Rhh Rhmidd Lhh $\quad$ Lhmidd $\quad$ Sr $\quad$ Sl $\quad$ Sfrnt | Activities |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | $138.92: 127.42: 360.73: 1196.4: 879.55: 1244.43: 913.77: 359.03: 374.37: 366.49$ |  |  |
| 2 | $137.93: 127.42: 360.73: 1194.52: 877.82: 1244.43: 913.77: 359.03: 374.46: 366.49$ |  |  |
| 3 | $137.93: 128.41: 360.73: 1192.65: 876.09: 1245.34: 914.62: 359.03: 374.46: 366.49$ |  |  |
| 4 | $137.93: 128.41: 359.74: 1191.71: 876.09: 1245.34: 915.48: 359.03: 374.55: 366.55$ |  |  |
| 5 | $138.1: 128.57: 358.74: 1188.9: 874.36: 1244.43: 915.48: 359.03: 374.55: 366.55$ |  |  |
|  |  |  |  |
| 6 | $196.35: 55.71: 375.41: 1158.86: 869.84: 1268.05: 900.12: 364.09: 361.6: 362.61$ |  |  |
| 7 | $209.27: 35.81: 385.07: 1146.72: 869.42: 1271.98: 889.41: 365.11: 339.71: 352.69$ |  |  |
| 8 | $211.26: 29.0: 388.29: 1145.45: 870.79: 1271.66: 884.64: 365.14: 334.94: 349.76$ |  |  |
| 9 | $212.25: 26.63: 389.78: 1150.13: 875.9: 1272.23: 883.25: 365.2: 333.17: 348.9$ |  |  |
| 10 | $213.24: 24.7: 390.16: 1163.07: 887.34: 1272.83: 883.27: 365.23: 335.28: 349.97$ |  |  |
| 11 | $213.24: 23.54: 390.54: 1170.79: 894.71: 1277.01: 886.92: 365.27: 335.39: 350.04$ |  |  |
| 12 | $227.56: 98.49: 437.12: 1090.47: 840.65: 1320.12: 885.66: 365.27: 330.22: 347.3$ |  |  |
|  | Head turn to the right |  |  |
| 13 | $226.06: 133.84: 463.48: 1165.27: 899.86: 1400.24: 940.94: 360.01: 315.98: 337.08$ |  |  |
| 14 | $226.06: 133.84: 464.3: 1165.27: 899.01: 1400.24: 940.05: 360.01: 315.82: 337.0$ |  |  |
| 15 | $226.06: 133.84: 464.3: 1165.27: 899.01: 1400.24: 940.05: 360.01: 315.82: 337.0$ |  |  |
| 16 | $226.06: 133.84: 463.48: 1165.27: 899.86: 1400.24: 940.94: 360.01: 315.82: 337.0$ |  |  |
| 17 | $226.06: 133.84: 463.48: 1165.27: 899.86: 1400.24: 940.94: 360.01: 315.82: 337.0$ |  |  |
| 18 | $165.44: 66.12: 399.7: 1275.4: 950.77: 1324.21: 933.3: 366.07: 366.2: 366.14$ |  |  |

Table 6 describes htl (head turned to the left), htr (head turned to the right), bowL (head bowed or head up), rhh (right hand to the head), rhmidd (right hand to the middle (neck/face)), Lhh (left hand to the head), Lhmidd (left hand to the middle (neck/face)), sr (shoulder to the right), sl (shoulder to the left), and sfrnt (shoulder to the front). The outcome of the record in frames 1 to 5 exhibit the distance metric of object activity in a stable state for each distinct motion. Frames 6 to 11, however, demonstrate a reduction in the distance metric of head turning rightward from 55.71 to 23.54 , thus causing the distance metric to fall below the threshold value of 61.3 designated for this specific motion. The activity record of the motion is presented only when the pertinent distance metric exceeds the specified
threshold value. Furthermore, in the case of the bowL activity record, frames 1 to 12 demonstrate that the distance metric under typical circumstances still remains below the threshold value designated for the head-up activity, which is 427.3.

Subsequently, within frames 13 to 17, the distance metric for the bowL activity surpasses the value of 427.3, falling within the range of 463.48 to 464.3, which indicates an activity of the head moving upwards. This particular instance of head-up activity is captured in the activity record during the distance measurement taken in frame 18.

The rules in Table 5 were tested on 8 objects, so that the number for each movement activity could be analyzed.

The results of the analysis obtained the number of each object as in Table 7:

Table 7. Detection of the number of motion activities


As can be observed from Table 7, the enumeration of each object's movement activities has been established. Specifically, for the head turning to the right movement, there were 14 detections made per object, whereas for the head turning to the left motion, 16 detections were made per object. Similarly, for the head looking up movement, the number of detections was 12 for each object, and for the head down motion, 17 detections were made per object. The detection process for the objects' movement activities revealed that 8 instances of the right hand placed on the head were observed for each object. Additionally, the number of instances where the right hand was placed on the middle of the neck or face was 18 for each object.

Similarly, 9 occurrences of the left hand placed on the head were detected for each object, whereas 14 instances of the left hand placed on the middle of the neck or face were observed for each object. Moreover, four instances of the shoulder moving to the right were detected for each object, while only one instance of the left shoulder was observed for each object. Finally, 12 instances of the shoulder moving to the front were detected for each object.

Upon obtaining the number of identified movements, an analysis is carried out to determine the accuracy levels of each movement by calculating the undetected movements and detected but unsuitable movements. Table 8 presents the outcomes of this evaluation.

Table 8. Accuracy of each motion activity

| No | Motion activity | Detected as <br> conforming | Detected as non- <br> conforming | Not <br> detected | $\%$ |
| :---: | :--- | :---: | :---: | :---: | :---: |
| 1 | Head turn to the right | 14 | 0 | 0 | 100 |
| 2 | Head turn to the left | 16 | 0 | 0 | 100 |
| 3 | Head bowed | 17 | 0 | 0 | 100 |
| 4 | Head up | 12 | 0 | 3 | 80 |
| 5 | Right hand to the middle | 18 | 5 | 0 | 78.26 |
| 6 | Right hand to the head | 8 | 0 | 0 | 100 |
| 7 | Left hand to the middle | 14 | 0 | 0 | 100 |
| 8 | Left hand to the head | 9 | 0 | 0 | 100 |
| 9 | Right shoulder to the right | 4 | 0 | 0 | 100 |
| 10 | Left shoulder to the left | 1 | 0 | 0 | 100 |
| 11 | Shoulder forward | 12 | 0 | 0 | 100 |

Table 8 provides the accuracy outcomes for each movement activity. The accuracy results for each movement activity are derived by utilizing the subsequent equation :

The obtained accuracy results for each movement activity were computed by employing the equation: Accuracy value $=$ (Number of correct data $/$ Total movement) x 100, as depicted in Table 8. The accuracy outcomes were revealed to be $100 \%$ for head movements turning to the right, $100 \%$ for head movements turning to the left, and $100 \%$ for head movements looking down. On the other hand, the accuracy level for head movements looking up was $80 \%$, whereas for right hand movements to the middle, it was $78.26 \%$. The accuracy level was found to be $100 \%$ for right hand movements to the head, left hand movements to the center, left hand movements to the head, left shoulder movements, right shoulder movements, and forward shoulder movements.

## 5. Conclusion

Based on the findings of the study, it can be inferred that:

1. The findings of the study reveal that the holistic MediaPipe library has the capability to identify and track the movements of eight different coordinate landmarks located on the head, including the nose (keypoint 0), left ear (keypoint 7), and right ear (keypoint 8); on the hand, including the left wrist (keypoint 15) and right wrist (keypoint 16); and on the shoulder, including the left shoulder (keypoint 11) and right shoulder (keypoint 12). This integration of key points is done automatically.
2. The process of obtaining the rule for movement activity begins with detecting and tracking moving objects, allowing for the determination of the coordinate point value at each position. Subsequently, extraction is carried out on each value to identify the smallest distance value by comparing the distances between two points. Further extraction is conducted to establish the range of distance values for each movement activity using the training data, resulting in the minimum and maximum threshold values. The determination of the threshold value used in the gesture classification rule is adjusted to the posture of the analyzed object, ranging between $71 \%$ and $100 \%$ of the maximum threshold value.
3. The findings of the study yielded a set of rule for classifying student movement activities during online learning. Using this rule, the accuracy levels of each movement activity were determined.

Specifically, the accuracy of head rotation to the right was $100 \%$, head rotation to the left was $100 \%$, bowing of the head was $100 \%$, head raising was $80 \%$, right-hand movement to the middle was $78.26 \%$, right-hand movement to the head was $100 \%$, left-hand movement to the center was $100 \%$, left-hand movement to the head was $100 \%$, left shoulder movement was $100 \%$, and forward shoulder movement had an accuracy of $100 \%$.
4. The mean precision of identifying 11 student movements from the formulated rule is $96.21 \%$.
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