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Abstract – Nutrients are essential to optimising plant 
growth. However, the introduction of fertiliser in a 
hydroponics setup influences the pH level of the 
nutrient solution. This, in turn, could affect plants' 
growth as many types of plants require a specific pH 
range to grow optimally. Conventional hydroponics 
cultivation performs pH adjustment manually – a 
meticulous and error-prone process. Manual 
adjustment of pH solutions is prone to estimation 
errors, particularly when the pH levels change 
drastically due to the slow response of the solution to 
the addition of alkaline or acidic mixtures and 
sensitivity to minute errors in mixture delivery. For 
these reasons, a model to estimate the solution's pH 
would help improve the delivery accuracy of the 
alkaline and acidic mixtures. Past research offers 
minimal study to optimally construct the model from a 
System Identification (SI) perspective. This study 
represents a pH water neutralisation behaviour using 
the Nonlinear Autoregressive model with Exogeneous 
Inputs (NARX).  
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The project begins with input and output data 
acquisition, leading to the development of the NARX 
model. Model performance was then evaluated by 
analysing the model fit and residual distribution.  
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1. Introduction

Hydroponics is an innovative agricultural 
technique that utilizes nutrient-rich water to cultivate 
plants. This technology is gaining traction in the 
agricultural industry due to its cost-effectiveness, 
sustainability, and efficiency. Hydroponics is more 
cost-effective than traditional farming because it 
requires less land, fewer resources, and involves less 
labour and maintenance. Additionally, hydroponic 
farming can be done in a variety of places, from 
greenhouses to warehouses, making it a very 
versatile and efficient way to grow produce [1]. 

As more people become aware of the benefits of 
hydroponic farming, the demand for hydroponically 
grown produce is expected to grow. Additionally, 
advances in hydroponic technology are making the 
process more efficient and cost-effective. This, 
combined with the growing demand for locally 
grown produce, is likely to result in increased 
investment in hydroponic farming. 

Nutrients are required for plant growth in addition 
to temperature, pH, water, light, and humidity. To 
thrive, plants require a specific pH range [1]. Acidic 
solutions contain more hydrogen ions because of 
water molecules dissociating to release hydrogen 
ions during nitrification. Alkaline solutions, on the 
other hand, contain a greater concentration of 
hydroxyl ions [2]. The pH scale ranges from zero to 
14, with seven indicating neutral pH such as in 
distilled water, above seven indicates alkaline, and 
pH below seven as acidic [3]. 
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In a hydroponics setup, the pH value of the 
solution varies according to the chemical 
composition present in the solution. This 
composition can change because of the addition of 
nutrients (fertiliser) to the water. Adjusting the pH 
range of water is critical for optimal plant growth as 
it increases the plants' capacity for nutrient 
absorption [4]. Additionally, it is critical to monitor 
and precisely control the pH level because the 
optimal range for plants is very narrow (between 0.5 
and 1). As a result, hydroponic farmers frequently 
adjust the pH of the water using acid or alkaline 
solutions.  

Controlling pH neutralisation is difficult but 
necessary due to the process's highly nonlinear 
nature. The requirement to maintain a specific pH 
value is based on environmental, legislative, and 
quality standards [5]. Traditionally, pH levels are 
manually measured using litmus paper and a pH 
meter. Manual pH solution adjustment is prone to 
estimation errors, resulting in dramatic changes in pH 
levels as the acid and alkaline mixture is gradual 
(resulting in a nonlinear behaviour with a slow 
response time). A computerised approach would 
allow farmers to effectively improve monitoring and 
control of plant growth. To achieve this, the first step 
is to develop a mathematical model representing the 
pH change in water, which will eventually result in 
the development of the automated pH control system.  

As a result of these considerations, an artificial 
intelligence-based model was developed to estimate 
the pH of the solution to improve the accuracy of the 
alkaline and acidic mixtures' delivery. Although 
some research has been conducted previously, 
relatively few studies have been conducted to 
optimise the model's construction from a System 
Identification (SI) perspective. Therefore, the novelty 
of this study attempts to establish a pH water 
neutralisation behaviour using the Nonlinear 
Autoregressive model with Exogenous Inputs 
(NARX) model, a popular and robust control 
engineering method for identification of systems 
based on the input and output response(s) [6]. 

In SI, input and output pairs are collected at 
regular intervals, and a predictive model is built to 
represent the system's behaviour base on these pairs. 
Artificial Intelligence (AI)-based models created 
using SI are adaptive to various situations and able to 
readjust control measures to change within the 
modified environment [7]. NARX, among the many 
types of SI models, is a highly robust and practical 
regression model for time series prediction that uses 
lagged values of the output (target) and the input 
(exogenous) variables as inputs to predict the future 
values of the target variable [8].  

 

NARX is well suited for nonlinear time series with 
long-term dependencies and multiple inputs, making 
them a useful tool for complex forecasting tasks. Its 
benefits for time series modelling and nonlinear 
systems have been widely studied [9], [10], [11], 
[12], [13]. 

Applications of NARX in hydroponics and pH 
modelling are reviewed next. Reference [13] used a 
NARX model to predict the response of chilli pepper 
plants to changes in root zone temperature in a 
hydroponics setup. The model was comprised of a 
Single Input Singe Output (SISO) system tested on 
five datasets of plant growth responses. The model 
was able to forecast the root zone temperature 
accurately, albeit limited robustness due to lack of 
data on plants' responses to extreme conditions. 

Rattanawaorahirunkul et al. [14] built a pH model 
using several non-linear SI models. The 
Hammerstein-Wiener, NARX, Autoregressive model 
with Exogenous Inputs (ARX), and state-space 
model. Their study validated the model using 
conventional model fit tests (fit percentage, Mean 
Absolute Error (MAE), and Mean Squared Error 
(MSE). However, the work did not investigate the 
residual distribution of the models, which is a critical 
part of the modelling process to disprove model bias. 

A similar study by Ferentinos [15] developed a pH 
model without a strong validation of the residuals, 
but instead focused on discovering the optimal 
solution to the parameter-dependent problem by 
minimising a cost function related to the problem 
[16]. Xia [17] developed a new non-linear 
optimisation algorithm for Model Predictive Control 
(MPC). The model was used for pH set-point 
tracking optimization by combining Chaotic Local 
Search (CLS) and Roulette Wheel Mechanism 
(RWM). Testing related to the residuals were not 
extensively deliberated.  

The uniqueness of our study compared to previous 
works is derived from the extensive validation of the 
NARX model for pH forecasting in a hydroponics 
setup. Along with standard model fitting tests (such 
as the One Step Ahead (OSA) prediction, we used a 
variety of methods to validate the randomness of the 
residuals. Random residuals indicate that the model 
is properly capturing the underlying relationships in 
the data and is not overfitting. Validation tests such 
as correlation tests and histogram analysis are an 
important diagnostic tool for testing the validity of a 
predictive model. Random residuals, as any non-
random patterns in the residuals may indicate that the 
model is not accurately capturing the underlying 
relationships in the data. These tests are critical for 
practitioners to use as a basis and reference when 
selecting a valid and unbiased model to represent the 
system.  
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Although this issue may appear trivial to some, SI 
theory states that if the model's residuals are not 
random, this indicates the presence of unmodeled 
dynamics. This could result in a variety of issues 
regarding the validity of model predictions, most 
notably model bias. 

The rest of this article is organised as follows: 
Section 2 presents the research methodology, 
followed by the results in Section 3. Finally, 
concluding remarks are presented in Section 4.  
 
2. Research Method 

 
  This section summaries the research 

methodology. The model-building process began 
with data collection and was followed by 
preprocessing to enhance the model's learning ability. 
Following that, the model construction process is 
described, followed by information about how the 
validation tests were conducted. 

 
a) Data Collection 

 
The input and output data was collected from a 

previously-developed hydroponics apparatus [18]. As 
illustrated in Figure 1, the developed apparatus was 
composed of three major components: an input, a 
microcontroller, and an output. Two syringe pumps 
were used to drip the acid and alkaline solution 
randomly. The main container was dripped with 
either acidic (pH down) or alkaline (pH up) solution 
at random intervals via a two-syringe pump 
mechanism. Subsequently, the stepper motor was 
connected to the syringe via a lead screw rod. The 
stepper motor rotates the lead screw rod, which 
advances the syringe pump linearly. 

 

 
 

Figure 1.  Block diagram of the automated random drip 
and alkaline system 

 
By activating both syringes in random order, the 

effect of acid and alkaline solutions on pH was 
determined. Random activations result in a change in 
the pH value, which serves as the study's output. For 
the duration of the experiment, the syringes were 
activated every minute, and pH samples were taken 
every second. The dataset used in this study 
comprised of 2,963 data points. 
 
 

b) Data Pre-processing 
 
Preprocessing is a critical step in machine learning 

research. Properly preprocessed data enables the 
models to learn more precisely, resulting in a better 
result [19]. 

Tangent-sigmoid activation functions are used in 
the MLP-NARX model because they provide a non-
linear activation function which helps to capture 
complex non-linear relationships in data. This non-
linear activation helps to increase the accuracy of the 
network and enables it to solve complex problems. In 
addition, the tangent-sigmoid activation function 
helps to ensure that the outputs of the neurons remain 
in a range of -1 to 1 which makes the learning 
process more efficient. It is critical to avoid having 
the trained network weights be extremely large or 
extremely small, as this can result in a reduction in 
the resulting performance. During data collection, pH 
values ranged from 3.89 to 9.9. These values are 
outside the activation range of the MLP's tangent-
sigmoid activation function, and thus need to be 
scaled to between -1 and +1.  

The MLP-NARX model requires training, testing 
and validation sets because they are complex 
algorithms that require a lot of data to train properly. 
The training set is used to train the model so that it 
can learn the patterns and relationships in the data. 
The testing set is used to measure the performance of 
the model and see how well it generalizes to new 
data. Finally, the validation set is used to fine-tune 
the model and make sure it is not overfitting or 
underfitting the data. By splitting the data into these 
three sets, the model can be trained and tested more 
effectively. For this experiment, the dataset was 
divided into three groups, with a 70% split for 
training, 15% for testing, and 15% for validation. 
This ratio is commonly used by many researchers 
who work in similar fields. 

 
c) Model Construction 

 
The NARX model can be represented using 

various methods. However, for this experiment, the 
Multi-Layer Perceptron (MLP) model was selected to 
represent the NARX structure because of its ability to 
automatically learn the relationships between the 
input and output. Additional evidence has been 
provided that the MLP is both a robust and accurate 
estimator in a variety of SI applications [20]. 

The Levenberg-Marquardt (LM) algorithm was 
used to train the MLP-NARX model. It is a 
numerical optimization technique used to adjust 
parameters of a model to minimize the sum of square 
errors between observed and model-predicted values.  
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LM is a combination of the Gauss-Newton and 
gradient descent algorithms and is used for problems 
involving nonlinear least squares. The algorithm 
works by first approximating the local curvature of 
the error surface and then using this to determine an 
update direction for the parameters. It then adjusts 
the step size and direction of the update to find an 
optimal solution. LM has been shown to be effective 
at approximating functions in a test by [21].  

The model structure of the MLP-NARX model is 
shown in Figure 2, described in Eq. (1): 
 
𝑦(𝑡) = 𝑓�𝑦(𝑡 − 1),𝑦(𝑡 − 2), … . . ,𝑦�𝑡 − 𝑛𝑦�,𝑢(𝑡 − 𝑛𝑘 −

 1),𝑢(𝑡 − 𝑛𝑘 − 2), . . . ,𝑢(𝑡 − 𝑛𝑘 − 𝑛𝑢)� + 𝜀(𝑡)       (1) 
 

 where 𝑦(𝑡) is the MLP-NARX model output, 𝑓 is 
the MLP-NARX model, and 𝜀(𝑡) are the residuals. 
The model structure that utilized past inputs and 
outputs of the actual system to predict its future 
values. Four variables can be a 
djusted for the MLP-NARX model, namely the alkali 
and acidic syringe control inputs, the pH value, and 
the number of hidden units. A brute-force trial and 
error method were used to determine the optimal 
parameters for the model. The trial-and-error method 
process used a sequence combination beginning from 
5:5:5:5 to 30:30:30:50 (for input1/acid (𝑛𝑢1): 
input2/alkaline (𝑛𝑢2): output/pH (𝑛𝑦): and hidden 
nodes (ℎ), generating a total of 175,760 different 
candidate solutions. The best optimal lag space and 
hidden nodes have been discussed in Section III. 

 
d) Model Validation 

 
The test to measure the ability of a model to 

predict the one step ahead output is referred to as 
One Step Ahead (OSA). The differences between the 
actual data and OSA predictions are referred to as 
residuals, and they can be calculated using a variety 
of methods, including MSE and r-squared analysis.  

MSE measures the quality of the model for data 
prediction. The error between the actual and 
predicted output can be calculated according to Eq. 
(2): 
            𝑀𝑆𝐸 = 1

𝑛
∑ �𝑦(𝑡) − 𝑦�(𝑡)�2𝑛
𝑖=1                         (2) 

where 𝑦�(𝑡) and 𝑦(𝑡)length n is the number of data, 
𝑦�(𝑡) is the predicted value and 𝑦(𝑡) is the observed 
value at point 𝑖. 

The r-squared test [22], also known as the 
coefficient of determination, represents the statistical 
measure known as the goodness of a model. The 
quality of linear regression will produce a value of R-
Squared approaching one (3): 

 
               𝑟2 = 1 − ∑ (𝑦𝑖−𝑦𝑖)2𝑛

𝑖=1
∑ (𝑦𝑖−�́�𝑖)2𝑛
𝑖=1

                                (3) 

where length n is the number of data, 𝑦𝑖 is the 
predicted value and 𝑦𝑖 is the observed value at point 
𝑖. 
 

 
 

Figure 2.  Time series MLP-NARX 
 
Finally, correlation tests are important to measure 

the correlation between the residuals and other data 
in the time series. The result from this test indicates 
the time-series dependencies and the degree of 
correlation of the sequence to the residuals. The 
common version of the correlation tests are the 
autocorrelation and cross-correlation, as described in 
Eq. (4) and Eq. (5): 

 
                  𝜃𝜀𝜀(𝜏) = [𝜀(𝑡 − 𝜏)𝜀(𝑡)] = 𝛿(𝜏)           (4) 

                             𝜃𝑦𝜀(𝜏) = 𝛦                                 (5) 

where 𝜽𝜺𝜺(𝝉) and 𝜽𝒚𝜺(𝝉) are the correlation 
coefficients with respect to the lag, 𝝉. The Kronecker 
Delta, 𝜹(𝝉), is defined as 

 
δ(τ) =  �1, 𝜏 = 0

0, 𝜏 ≠ 0 

The Kronecker delta is a generalization of the Dirac 
delta function, a mathematical operator used to 
express the discrete delta function in terms of its 
components. It is defined as a function that takes two 
integers as arguments and returns one if they are 
equal, and zero otherwise.  
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If the correlation coefficient falls within the 95 
percent confidence interval, the model is 
recommended as acceptable based on these 
correlation tests. 

Additionally, in this study, a histogram of the 
residuals was used to analyse the distribution of the 
residuals. A bell-shaped curve indicates that the 
residuals are normally distributed (random). 

 
3. Results and Discussion 

 
This section discusses the results of modelling 

using NARX structure selection. The lags and 
number of hidden units in the MLP-NARX are 
adjustable parameters. We tested many combinations 
of these parameters to obtain the best-performing 
one. This was done by first shifting the input signals 
(acid (𝑛𝑢1), alkaline (𝑛𝑢2), pH (𝑛𝑦)) by five lags, 
then gradually increasing the lag value by five until 
30. The input signals are further used to determine 
the optimum hidden node (ℎ) from five to 50 nodes. 
The selection criteria for the tests were the MSE and 
magnitude of correlation test violations (the 
magnitude of correlation coefficients outside the 95% 
confidence limits in the autocorrelation and cross-
correlation tests) in the model. The number of 
parameter combinations was 175,760. The top ten 
best-performing parameter combinations are shown 
in Table 1, sorted in ascending order based on the 
magnitude of correlation coefficient violations during 
the auto and cross-correlation tests.  

The lowest correlation violation value was found in 
the first row of Table 1. However, due to its 
relatively high MSE value when compared to the 
other parameter combinations, it was not selected as 
the optimal parameter combination. The optimal 
parameter combination was chosen from the sixth 
row of Table 1 (𝑛𝑢1:𝑛𝑢2:𝑛𝑦:ℎ = 13: 5: 14: 15). 
Although this combination was ranked sixth in terms 
of correlation, the low total MSE value makes it a 
more appealing combination compared to the rest. 
The optimal parameter combination for second and 
third positions, respectively, were (𝑛𝑢1:𝑛𝑢2:𝑛𝑦:ℎ =
19: 18: 24: 15) and 
(𝑛𝑢1:𝑛𝑢2:𝑛𝑦:ℎ = 29: 25: 30: 50). The MLP-NARX 
with the optimal parameter combination of 
(𝑛𝑢1:𝑛𝑢2:𝑛𝑦:ℎ = 13: 5: 14: 15) will be discussed in 
greater detail beginning from Section III-A. 

 
 
 
 
 
 

a) Data Collection 
 
Figure 3 shows the raw input-output data used for 

training, testing, and validation. The input data 
ranged from 0 to 1, representing the dripping activity 
and volume of acidic and basic solutions. According 
to the total quantity of collected data (2,963), the 
automatic random number was generated for a 
greater proportion of acid solution syringe pump 
activation cases than alkaline cases, as the pH value 
decreased with time. 

 

 
 

Figure 3.  Raw input-output data (acid, alkaline and 
pH) 

 
Figure 4 demonstrates that data pre-processing was 

necessary for the model to accurately train and 
generate better results. The data magnitudes were 
scaled to a range between -1 and 1, which avoids 
network weights from being excessively large or tiny 
during training, which would lead to a decrease in 
performance. 

 

 
 

Figure 4.  Pre-processed input-output data (acid, 
alkaline and pH) 
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Table 1.  Top ten best performing lags space and hidden nodes combination based on the total magnitude of 
correlation violations. 

 

  Acid 
(nu1) 

Alkaline 
(nu2) 

pH  Hidden 
nodes 

(h) 
R2 train R2 test R2 val. Total 

Corr. Total MSE 
(ny) 

1 27 23 27 15 0.9880 0.9871 0.9357 0.0190 1.83×10-2 

2 19 18 24 15 0.9853 0.9914 0.9601 0.0381 1.26×10-2 

3 17 11 20 35 0.9885 0.9880 0.9435 0.0445 1.67×10-2 

4 29 25 30 50 0.9837 0.9917 0.9649 0.0463 1.17×10-2 

5 14 29 29 10 0.9859 0.9912 0.9556 0.0480 1.27×10-2 

6 13 5 14 15 0.9839 0.9951 0.9783 0.0481 8.30×10-3 

7 29 23 30 35 0.9887 0.9929 0.9668 0.0505 9.72×10-3 

8 21 27 29 50 0.9821 0.9932 0.9660 0.0530 1.13×10-2 

9 6 25 30 50 0.9819 0.9906 0.9614 0.0551 1.32×10-2 

10 26 26 30 35 0.9820 0.9919 0.9654 0.0556 1.14×10-2 

 
 

b) One Step Ahead (OSA) Test 
 
As depicted in Figure 5, the MLP-NARX model's 

training, testing, and validation of OSA results all 
occur simultaneously. It was found that the predicted 
pH values were consistent with the measured pH 
values. The lag values from the best model indicate 
that it takes a significant amount of time (more than 
one minute) for the pH mixture to be realised before 
any changes are detected by the pH sensing device. 
Additionally, the presence of previous pH values 
(lagged 𝑦 terms) in the input implies that there is a 
relationship between past and future pH values. 

Following the validation of the OSA graph using 
the results of the MLP-NARX model, it was 
discovered that there were limitations in prediction 
when sharp changes occurred in the pH values. These 
can be observed particularly at the 50, 120, 240, and 
270 in Figure 5. There were some improvements in 
model fit for most of the predictions when using 
OSA training data, but the results were not 
statistically significant. This is to be expected, given 
that the network was trained using the same training 
data as the previous networks. This would have led to 
a network outperforming previously unseen 
validation and testing sets on this dataset, if the 
network had been used. 

 

 
Figure 5.  One Step Ahead test for MLP-NARX model 
 

c) Correlation Test 
 
As mentioned previously, correlation tests help 

gauge the randomness of the residuals, which is an 
important criterion for validating the model. The 
autocorrelation test measures the correlation between 
the residuals and themselves, while the cross-
correlation test measures the residuals’ correlation 
against the output. 

Autocorrelation analysis of the MLP-NARX model 
is illustrated in Figure 6. Except for lag 0, all 
correlation values remained within the 95% 
confidence intervals. Next, the MLP-NARX model 
cross-correlation with the output was tested (Figure 
7). There were several correlation violations (or near 
violations) at certain lags (zero, three, four, six and 
nine). However, the magnitudes were relatively 
small. As shown in Table 1, the total correlation 
coefficient for the MLP-NARX model was only 
0.0481 outside of the confidence interval region. 
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Based on these results, the model was deemed 
valid and acceptable. 

Figure 6.  Autocorrelation test (ƐƐ) for MLP-NARX 
model 

Figure 7.  Cross-correlation test (YƐ) for MLP-NARX 
model 

4. Conclusion

An MLP-NARX model was developed to predict 
the non-linear behaviour of pH levels in a 
hydroponics nutrient solution in response to acid and 
alkaline solutions. Data collection and preprocessing 
was deliberated, followed by the model construction 
process. After 175,760 parameter combinations were 
tested, the best-performing MLP-NARX model was 
found to be (𝑛𝑢1:𝑛𝑢2:𝑛𝑦:ℎ = 13: 5: 14: 15). 
Further tests on the model fit, including correlation, 
MSE, R-square, and histogram, confirmed the 
model's performance and validity. The correlation 
test showed several small correlation violations, with 
minimal error, showcasing a good agreement 
between predicted and actual pH values. Findings 
from this thesis have proven that the developed 
model could achieve the objectives.  

However, several recommendations for future work 
are also suggested. Firstly, the number of data 
samples can be increased to improve the model 
robustness as the MLP-NARX model may learn new 
relationships over a longer interval. Based on the 
experiments performed, the sampling rate was 1 Hz. 
This rate was considered adequate as any dripping of 
the alkaline or acidic solutions appears to take 60 
seconds before the pH reading stabilizes. The MLP-
NARX model's training process could learn more 
about the relationship between acid and alkaline and 
the influence of acid and alkaline on the pH value. 
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