A Regression Model and a Combination of Academic and Non-Academic Features to Predict Student Academic Performance
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Abstract – Predicting academic performance provides an effective way for students and faculties to monitor their academic progress. The identification of the most significant features was a key outcome of this research, and the college/university databases from online learning platforms are the main academic data sets used to ascertain performance. However, previous research emphasized the addition of other significant features in the prediction of academic performance. Universities’ organizational features include non-academic essential data used in determining student success, but no research has utilized this data to predict student academic performance. Generally, to evaluate binary classification, the relationship between the predicted classifications and the true classifications is analyzed; this approach can lead to the loss of important information from the data. Furthermore, to avoid such loss, this research proposes a regression model by comparing six regression algorithms, and combining academic and non-academic features for prediction student academic performance. Among the various models examined, the gradient-boosted trees regression model demonstrated the lowest error rate. The proposed features have been observed to have a significant impact on academic performance, making them suitable for use in predictions.
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1. Introduction

Education has a tremendous influence on economic expansion of a nation [1]. Economic growth is also influenced by labour, capital, and technological progress, as well as higher education on a local, state, and national level [2]. Furthermore, higher education also enhances the development of society [3]. Education is required to sustain national development in this era of rapid technological growth. Meanwhile, the role of technology in education currently involves all processes including registration, selection, teaching and learning, assessment, payment, and graduation. These processes produce a large collection of data related to students in electronic forms. Furthermore, it is critical for stakeholders to effectively transform these enormous data sets into knowledge that enables teachers, administrators, and policymakers to enhance the quality of decision-making. The quality of the educational process is improved by technology in the provision of timely information to stakeholders [4]. In universities, there are enormous amounts of data that have not been transformed into useful information [5]. Changing these amounts of data renders the extraction of information or knowledge impossible using manual methods. Therefore, a specific method is needed to extract information quickly and precisely. This method is known as Data Mining (DM) and uses algorithms to view past data of the organization. It also locates confidential information that would be difficult to obtain using manual methods [6].

The term Educational Data Mining (EDM) is used to describe the implementation of DM techniques to educational data [7]. This is a growing discipline that expands classical DM methods and develops new techniques for finding data in educational systems [8].
DM evolved at a breakneck pace over the last two decades to enhance data processing for users in line with computer technology which is also developing rapidly [9], [10], [11]. The use of this technique is increasing daily and significantly improves the quality of education [4], [12], [13]. According to Bakhshinategh et al. [14] and Ibitoye et al. [15] it has also been used to evaluate the quality of the learning process. Moreover, there are at least 11 main areas in EDM. One of the popular and oldest areas is student performance prediction which estimates unknown values from variables describing students. The values usually predicted in education are performance, knowledge, scores, or grades [16]. The prediction of academic performance is highly crucial in the educational system as it enables both students and faculties to track progress [17]. In addition, the ability to predict academic performance has the potential to improve educational outcomes. A successful approach to predicting performance can enable educators to allocate resources and tailor instruction more accurately. Furthermore, early prediction enables decision-makers to take appropriate action and implement appropriate learning to improve student success rates [18], [19]. This research identifies the interrelated as well as the most influential features [20], [21]. Student academic performance is the most important component in higher education institutions as they are required to produce skilled graduates with high academic scores [22].

Data on academic performance mostly uses two data sets: college/university databases and online learning platform data [23]. Generally, the Learning management system (LMS) data is used to predict student academic performance, but some believe that other features should be added. Other essential factors include demographic and external assessments of college students, extracurricular activities, high school backgrounds, and social interaction networks [12].

The search for non-academic features that support academic performance has been carried out in previous research. Wolaver et al. [24] focused the analysis on the interaction between alcohol consumption and academic performance among students, while [25] examined the association between academic performance and substance use (alcohol, tobacco, and khat). Romer et al. [26] and Cohn et al. [27] investigated the relationship between attendance and academic performance. Many other features had a more significant influence, including demographic features such as gender and maternal occupation, and pre-enrollment features such as high school grades and university fee discounts [28]. Arifiin et al. [29] stated that student involvement in organizations positively influences the acquisition of jobs after graduation.

Pinto et al. [30] observed that combining academic performance with extracurricular activities facilitates entrance into work. Furthermore, Fox et al. [31] discovered that students involved in co-curricular activities earn a higher average point and are more likely to hold leadership positions. Soria et al. [32] showed that extracurricular activities positively influence student leadership and competence development. Baker et al. [33] and Rahman et al. [34] stated that active participation in organizations positively affects academic performance.

Previous research determined approaches to predicting student academic performance. Amrieh et al. [35] introduced a new model, utilizing data mining techniques and incorporating novel data attributes referred to as "student behavior features" which pertain to student interaction with the LMS, was put forth for predicting student performance. Aluko et al. [36] proposed predicting academic performance by utilizing the information contained in previous academic achievements. Helal et al. [37] introduced various classification methods that predict academic performance based on data gathered from student enrollment and the university's LMS generates activity data, while enrollment data comprises student details such as socio-demographic characteristics, method of university entrance (i.e., via entrance exams or without exams), and attendance type (i.e., full-time or part-time). Additionally, Ramaswami et al. [38] obtained data on student interaction with the LMS (Xorro –Q) for one semester and one course with the data divided into two categories: participation in and outside the classroom.

The features that significantly influence student performance prediction vary between researches. Furthermore, the most influential include visited resources, daily attendance, active participation in class, viewing announcements, and parents answering surveys [35]. The most noteworthy feature is the value in mathematics, biology, and physics [36]. Meanwhile, Helal et al. [37] other influential features include gender, presence type, and attendance mode. In addition, Abu Saa et al. [12] included other influential features in the analysis, such as previous grades and class performance, social information, demographics, and e-learning activities. The most influential features on academic performance comprise critical reading, citizen competence, English scores, quantitative reasoning, and biology scores [39]. The features that significantly impact student performance prediction tend to differ between research studies.

The first research question aims to identify the most influential features on students’ academic performance, asking: "What features have the greatest impact on students' academic performance?"
Currently, there is no available model for predicting academic performance that combines both academic features (LMS, academic data) and non-academic ones. The second research question aims to investigate whether combining academic and non-academic features can influence students' academic performance. Although various non-academic features can potentially affect predictions, this study is limited to exploring the impact of demography, economics, and campus organization, as these are the non-academic features proposed for analysis.

The researchers utilized a classification model to predict the target feature, which is the GPA, by categorizing it into different classifications such as good and bad [22], [36], pass and fail [40], excellent, very good, good, average, and poor [41], using a method called discretization or binning [42]. However, this approach can lead to the loss of important information from the data [43]. To avoid such loss, the researchers employed a regression model. Suleiman R. and Anane R. [44] compared various regression models, including linear regression (LR), supporting vector regression (SVR), decision trees (DT), and random forests (RF) to predict the CGPA at the end of the year. Arifin et al. [39] also compared six different regression algorithms, namely generalized linear model (GLM), deep learning (DL), DT, RF, gradient boosted trees (GBT), and support vector machine (SVM), to predict academic performance. Additionally, predicting academic performance through comparing LR with DL was conducted by [45]. The third research question of this study aims to identify the most appropriate regression model for predicting academic performance using academic and non-academic features.

In order to address the three research questions stated above, the researcher will calculate the weights of all variables used in this study and compare them with the findings of previous studies. In addition, to answer the second research question, the researcher will analyze the weights of both academic and non-academic features. Meanwhile, in order to address the third research question, the researcher will compare several regression models that have been used by previous researchers.

2. Related works

A comparison of data mining algorithms on EDM datasets has been done by [46]. They compared the C4.5 algorithm with Naïve Bayes (NB) and used the 10-fold validation method.

A comparison of the methods shows that the NB method is better than C4.5. Amrieh et al. [35] compared multiple models, and selected the most appropriate.

The classification algorithms used include Decision Tree (DT), NB, and Artificial Neural Network (ANN) which applied ensemble methods (bagging, boosting, and RF). The DT ensemble method with boosting was the best with an accuracy rate of 82.2%. It was observed that the behavioural features of accessed sources were most significant in predicting academic performance. Meanwhile, Aluko et al. [36] proposed the models of Support Vector Machine (SVM) and Logistic Regression (LR). Accuracy-wise, the SVM model outperformed the LR model. The results also showed that previous academic performance is a good predictor of future.

Hellas et al. [20] proposed different classification method to predict academic performance using data gathering from student enrollment and activity data generated from the university's LMS from 2011 to 2013. The data obtained from enrollment includes details about students, such as their socio-demographic characteristics, mode of university entrance (through entrance exams or without exams), and attendance type (full-time or part-time). Additionally, to monitor student involvement with online learning activities, LMS data are collected. When creating prediction models, the research's study of student heterogeneity was an essential contribution, as students with distinct socio-demographic characteristics or learning styles may have diverse learning motives. Furthermore, experiments showed that enrollment features and lecture activities help to identify vulnerable students more precisely. The four algorithms of NB, J48, SMO, and JRip sufficiently predicted student academic performance. The experiments showed that no singular method for predicting student performance is superior in all aspects. The combination of J48 and JRip contributed significantly by producing intelligible outputs in the form of trees and rules, respectively.

Ramaseswami et al. [38] collected data on student interaction with the LMS (Xorro-Q) for one semester and one course as well as divided the data into two categories: participation in and outside the classroom. Afterwards, the NB, k-Nearest Neighbor (KNN), LR, and RF algorithms were compared to determine the best accuracy for predicting academic performance. The results showed that the participation feature outside the classroom had a good but insignificant impact. Furthermore, the RF algorithm was the best among other algorithms.

The algorithms used to predict student academic performance differ between research. Arifin et al. [39] compared several algorithms commonly used which include five Generalized Linear Models (GLM), Gradient-Boosted Tree (GBT), DT, Deep Learning (DL), RF, and SVM.
The findings indicated that GBT was the most successful in predicting performance, with the least RMSE. Furthermore, to determine the best algorithm for specific research, a comparison is required. Previous research also highlighted that the best algorithms vary based on the research carried out. There is no optimal algorithm for, and this is influenced by the data obtained during preprocessing. Hence, researchers must compare algorithms before using them in predicting academic performance.

Conijn et al. [47] studied 17 hybrid courses containing 4,989 students with the Moodle LMS log in order to forecast the outcome using classification (pass/fail) and regression (GPA value) models. Student performance was successfully predicted during the first ten weeks. The accuracy improved slightly during the first week, with a significant improvement after week 5, when task grades became available. In the fifth week of the study, the regression model displayed an R2 adjustment of 0.43 and the binary classifier achieved an accuracy of 67% in the third week.

Gerritsen used Moodle log files for 17 subjects to predict the success or failure in a specific subject (binary classification) [48]. The perceptron multilayer model did the best out of the seven classifiers and selected the students who were at risk 66.1% of the time.

3. Methodology

This section holds great significance in a research paper as it outlines the research process and the methodologies employed to gather, visualize, model, and analyze data. Figure 1 indicates the main steps in the proposed methodology.

3.1. Data aggregation and preparation

This research combined academic data, namely activities obtained from the University LMS (Moodle) for one semester and GPA data. In combination, the non-academic data is of a demographic character consisting of gender and place of residence, economic information, and data on student organization activities. Table 1 represents the meanings of the various activity characteristics. Furthermore, Moodle records were extracted and combined using these data. To experiment with this data set, GPA was selected as the target column and a general reference for determining academic performance.

3.2. Data preprocessing

Student data was extracted from the Moodle LMS, and data from multiple sources were aggregated and filtered according to specific criteria. LMS records were taken for 19 weeks (one semester starting from February to July), with an average of each day producing a total of 199,700 records from 8,500 active students participating in lectures.

Information on academic data and demography were obtained from the Academic Information System (SIA), while economic data was obtained from the registration of new students. The co-curricular data obtained from the student affairs department was in the form of extractive results of organization decrees located at the university. Furthermore, data with inconsistent values were deleted, for example, students with academic data but no LMS record; students with a GPA below 1; students with very little activity level in the LMS, etc. A total of records from 4435 student data sets were consequently evaluated in this research.

<table>
<thead>
<tr>
<th>Category</th>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Academic</td>
<td>Students number</td>
<td>Students ID</td>
</tr>
<tr>
<td></td>
<td>CGPA</td>
<td>Semester GPA (Vulnerable grades from 1-4)</td>
</tr>
<tr>
<td>Demography</td>
<td>Gender</td>
<td>Gender, Male or female</td>
</tr>
<tr>
<td></td>
<td>Domicile</td>
<td>Student residential address</td>
</tr>
<tr>
<td>Economy</td>
<td>Parents income</td>
<td>The amount of parental income per month</td>
</tr>
<tr>
<td>Co-curricular</td>
<td>Organization</td>
<td>Participation in campus organizations (Number 1, 2, 3 etc.)</td>
</tr>
<tr>
<td>LMS</td>
<td>All student activities in accessing the LMS were recorded for analysis</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. Research Steps
3.3. Data visualization

One of the critical preprocessing tasks is data visualization, which employs graphical representation to simplify complex data. The use of visualization techniques has been applied increasingly to depict various aspects of online learning. By leveraging graphical representations, instructors can gain a better understanding of their learners and gain insight into learning patterns. Figure 2 showed the data set based on gender features which included 1,814 males and 2,621 females, a total of 4,435. In this research, both academic and non-academic data were visualized.

3.4. Model

This research introduces a predictive model of academic performance by applying the regression model, a learning approach that uses linear values as targets. This is a more appropriate model as students’ final CGPA value at the end of the semester is used as the predictor value in the form of numbers instead of classes. After preprocessing, the five most frequently used regression models were compared. The best model with the lowest error rate is then selected and used to predict academic performance. Furthermore, a comparison of algorithms on EDM data has also been made by [49] to ascertain the best algorithm.

3.5. Validation and evaluation

In this research, k-fold cross-validation technique was utilized to assess the effectiveness of machine learning algorithms. One of the principal benefits of the k-fold cross-validation is that all data points are used for training, testing, and validating the algorithm [49]. The data set was randomly divided into 80% samples for training and 20% for algorithm testing and evaluation. A variety of evaluation metrics like MSE, MAE, and RMSE were employed for assessment. Moreover, the algorithm was trained and evaluated on the entire dataset by randomly separating and evaluating it five times.

4. Results and discussion

This section aims to provide a comprehensive understanding of the study’s outcomes and offer an in-depth discussion of the implications and significance of the results.

4.1. Results of dataset collection

Academic data consists of CGPA for the current semester, there are a total of 10,044 active students. The demographic and economic data were obtained from new student registration for two batches, namely 2019, with 2998 students, and 2020, with 2622 students. Furthermore, a total of 1400 students are active in campus organizations, and some students participate in more than one organization. This data was obtained from the student affairs department through the rector's decree from each organization. The LMS data was obtained from the Moodle LMS with nine columns, where each column contains an overview of the learning activity data in the LMS. The column description is listed in Table 2.

4.2. Data preprocessing

CGPA data were selected and classified: CGPAs with a value of 0 or below were deleted because it signifies that the student has either left school or is a final student. The data has been filtered based on student batches, specifically the 2019 and 2020 batches. The final dataset, consisting of 4,435 entries, will be utilized for predicting student academic performance.

The university categorized the economy into seven categories: >10,000,000, 7,500,000-10,000,000, 5,000,000-7,500,000, 2,500,000-5,000,000, 1,000,000-2,500,000, 500,000-1,000,000, and 100,000-600,000. Meanwhile, domicile data consisting of 57 variants, are further classified into five: the first group is student cities, the second includes the cities adjacent to student cities, the third contains a group of cities that are one city apart and in one area, the fourth represents cities outside the territory, and the fifth group is cities outside the island. According to organizational data, 4 participated in four organizations, 19 in three organizations, 155 in two organizations, and 1012 in one organization.

The LMS log data was extracted into 16 variables in line with [50]. According to the results of the LMS log extraction, three variables are worth 0. Therefore, the LMS variables used in this research are 13.

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>Date and time of the event. Eg: 6/06/20, 14:03</td>
</tr>
<tr>
<td>User full name</td>
<td>Name of the user</td>
</tr>
<tr>
<td>Affected user</td>
<td>Which user gets affected by this task</td>
</tr>
<tr>
<td>Event context</td>
<td>Under which item was the event performed, Eg: Course Name</td>
</tr>
<tr>
<td>Component</td>
<td>Name of the component, Eg: Quiz, Test</td>
</tr>
<tr>
<td>Event name</td>
<td>Action/event performed by the user</td>
</tr>
<tr>
<td>Description</td>
<td>More details about the action/event performed</td>
</tr>
<tr>
<td>Origin</td>
<td>Origin of the event Eg: Web</td>
</tr>
<tr>
<td>IP address</td>
<td>From which IP address is the event generated</td>
</tr>
</tbody>
</table>
4.3. Data visualization

Academic CGPA data ranged from 1 to 4, with an average of 3.5 and a standard deviation of 0.5. Figure 2 showed the proportions of male and female students, where the number of women was more than that of men.

Figure 3 showed that parents of students had a major income between 1,000,000–2,500,000 and were ranked third. This majority comprised a total of 1832 parents out of 4435. Therefore, the income factor was not balanced across the economic groups. The domicile feature in Figure 4 showed that students living in rings 1 and 2 were the highest compared to other rings.

Figure 5 showed the co-curricular features of students who were not members of campus organizations. More than 77% were not members, 20% followed only one organization, and 3% followed two organizations. However, fewer students participated in organizations than those who do not.

The LMS log data visualization in Figure 6 showed that the N_questions submitted variable had the most significant number, followed by the Total_assignments variable. Simultaneously, the n_questionnaires_submitted variable had the smallest amount.
4.4. Evaluation of the model

After comparing the experimental results of several regression models with the processed data, it was found that the GBT regression algorithm had the lowest error rate and the highest correlation when compared to the other models.

Table 3. Regression model comparison

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE</th>
<th>AE</th>
<th>RE</th>
<th>SE</th>
<th>Corr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generalized Linear Model</td>
<td>0.446</td>
<td>0.32</td>
<td>0.09</td>
<td>0.20</td>
<td>0.50</td>
</tr>
<tr>
<td>Deep Learning</td>
<td>0.413</td>
<td>0.29</td>
<td>0.09</td>
<td>0.17</td>
<td>0.61</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.462</td>
<td>0.32</td>
<td>0.09</td>
<td>0.21</td>
<td>0.51</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.408</td>
<td>0.30</td>
<td>0.09</td>
<td>0.17</td>
<td>0.63</td>
</tr>
<tr>
<td>Gradient Boosted Trees</td>
<td>0.379</td>
<td>0.26</td>
<td>0.08</td>
<td>0.14</td>
<td>0.68</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>0.434</td>
<td>0.29</td>
<td>0.08</td>
<td>0.19</td>
<td>0.56</td>
</tr>
</tbody>
</table>

In Table 3, the prediction of academic performance using regression models can be applied effectively in predicting student academic performance with a value of RMSE 0.38. This regression model can also be used as a reference using the target variable regression.

Figure 7 showed the weight of each variable, where the most influential variable in the prediction of student academic performance was N_assignments_submitted, followed by total login. Furthermore, the proposed variables, namely domiciliation, campus organization, and economy, ranked 4th, 6th, and 8th out of the 17 existing variables.

4.5. Validation

Validation evaluates the acceptability of numerical results in the measurement of predicted relationships between variables. The k-fold cross-validation was the popular technique used, and operates in the following manner:

1. Randomly divide a dataset into k approximately equal folds.
2. Select one-fold to act as the holdout set. Fit the model on the remaining k-1 folds and evaluate its performance on the held-out fold using metrics such as test MSE and MAE.
3. Repeat the process k times, with each fold serving as the holdout set exactly once.
4. Compute the average of the k-test MSEs, which represents the overall test MSE.

Upon comparing the regression algorithms, it was found that the gradient boosting tree algorithm outperformed the other five algorithm. Validation was carried out on the selected algorithm using cross-validation with a value of k=5, and the Table 4 outlines the outcomes.

Table 4. Model validation using cross-validation

<table>
<thead>
<tr>
<th>K</th>
<th>MSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.148763</td>
<td>0.268474</td>
</tr>
<tr>
<td>2</td>
<td>0.141609</td>
<td>0.262551</td>
</tr>
<tr>
<td>3</td>
<td>0.159986</td>
<td>0.273623</td>
</tr>
<tr>
<td>4</td>
<td>0.135967</td>
<td>0.260845</td>
</tr>
<tr>
<td>5</td>
<td>0.169836</td>
<td>0.279075</td>
</tr>
</tbody>
</table>

Each validation's MSE and MAE values have a small vulnerable value. However, the fourth validation has the smallest value, which is MSE: 0.136 and MAE: 0.260.

5. Discussion

Based on the research questions, the experimental results were examined

RQ1. What features have the greatest impact on students' academic performance?

Based on the results, the gender feature is commonly used, as it has a fairly good influence on the academic performance of students [35], [37], [51], [52]. The LMS is the most commonly used feature [37], [50], [48], [40], [47], [52], [53], although other researchers apply economic features [39], [49]. According to Abu Saa et al. [12], e-learning activity features were ranked third, while in this research, this feature was first. Furthermore, the average co-curricular feature is used to determine the extent of the effect of this feature on the waiting period for graduates to acquire a job [29], facilitate the world of work [30], obtain a high GPA [31], positively affect competence and leadership [32], and have a good influence on academic performance [33], [34].
RQ2. Does the combination of academic and non-academic features influence academic performance?

The feature analysis showed that non-academic features like campus organization influence the prediction of student academic performance. In light of this, it is possible that this feature could be leveraged in the future to accurately predict academic performance and could even be integrated with other academic features to further enhance accuracy. Different research reports show varying influence values for the same features. Helal et al. [37] concludes that Gender characteristics were the most influential, although in this research, the feature ranked seventh, [12] demographic features were ranked fourth in the same position as this research, and [13] economic features were at the thirteenth level, although in this research, this feature was ranked eighth.

Economic, domicile, and campus organizational features have unbalanced values between each other. In the future, further exploration is required to determine the influence of these features on the prediction of student academic performance.

RQ3. What is the regression model most appropriate for predicting the academic performance?

Several regression models have been studied to determine the best model for predicting student academic performance. Researchers in this study have compared six regression models, commonly used by previous researchers to predict academic performance, to address RQ3. The experiment's findings show that the GBT regression model has the smallest RMSE value of 0.374%, AE of 0.258%, and SE of 0.140%. Based on these results, the GBT model can be deemed as the most appropriate regression model for predicting academic performance using academic and non-academic features, effectively answering RQ3.

6. Conclusion

According to the results and subsequent discussion, it is evident that both academic and non-academic features proposed in this research significantly influence the prediction of academic performance. A conclusion can be drawn from these findings. Active involvement in organizations influences performance by 7%, gender by 6%, geographical location by 12%, and economic factors by 5%. Meanwhile, the most influential factor is the LMS log of N_assignments_submitted variables of 42%, and total_login of 22%. These features can be combined with LMS features because this complements each other, and nothing dominates between one feature and another.

Although GBT sequentially creates an ensemble of shallow trees, with each tree learning from the previous one and improving the overall performance. As a result, GBT achieves the lowest error rate. Although shallow trees are weak predictive models, they can be improved through proper tuning to form a powerful "committee", is difficult to beat with other algorithms. This should be explored in further research and tuned with hyperparameters to obtain a lower level of accuracy.
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