
TEM Journal. Volume 12, Issue 1, pages 285-290, ISSN 2217-8309, DOI: 10.18421/TEM121-35, February 2023. 

TEM Journal – Volume 12 / Number  1 / 2023.      285 

Integrating Information Gain methods for 
Feature Selection in Distance Education 

Sentiment Analysis during Covid-19 

Syamsu Rijal 1, Pandu Adi Cakranegara 2, Eka Maya S.S. Ciptaningsih 3,  
Putri Hana Pebriana 4, A. Andiyan 5, Robbi Rahim 6 

1 Politeknik Pariwisata Makassar, Makassar, Indonesia 
2Universitas Presiden, Indonesia 

3 Bina Nusantara University, Management Department, Jakarta, Indonesia 
4 Universitas Pahlawan Tuanku Tambusai, Indonesia 

5 Universitas Faletehan, Serang, Indonesia 
6 Sekolah Tinggi Ilmu Manajemen Sukma, Medan, Indonesia 

Abstract – Sentiment analysis is a way to 
automatically understand and process text data to 
figure out how someone feels about an opinion 
sentence. If there are too many reviews, it will take a 
lot of time and they will start to be biased. Sentiment 
classification tries to solve this problem by putting user 
reviews into groups based on whether they are positive, 
negative, or neutral. The dataset comes from Drone 
Emprit Academic. It is made up of tweets with the 
words "online learning method" in them, with as many 
as 4887 data crawled from them. Information Gain and 
adaboost on the C4.5 (FS+C4.5) method are used in the 
feature selection method. We use feature options to get 
rid of bias and improve accuracy. The results of the 
experiments will be compared to other algorithms like 
C4.5 and random forest. Based on the results, the 
accuracy of the two standard decision tree models 
(C4.5 and random forest) went up from 48.21% and 
50.35% to 94.47 %.  
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The value of how accurate it was went up by 44 
percent. The FS+C4.5 model, on the other hand, has an 
RMSE of 0.204 and a correlation of 0.944. So, adding 
the feature selection technique to the sentiment 
analysis of bold learning education can make the C4.5 
algorithm even more accurate. 

Keywords – Sentiment Analysis, Random Forest, 
C4.5, Decision Tree, Twitter. 

1. Introduction

Sentiment analysis is an automated approach for 
understanding and processing textual data to extract 
sentiment information from an opinion sentence [1], 
[2]. Text mining and natural language processing are 
often used in conjunction with sentiment analysis 
(opinion mining) research to evaluate a product [3]. 
The rapid growth of information technology has led 
to changes in the way people communicate through 
the use of social media such as Facebook, Twitter, 
Instagram, Youtube and Google+ [4], [5], and 
sentiment analysis is in line with this. This is done in 
order to facilitate the exchange of information and 
the expression of ideas and viewpoints on a wide 
range of topics that are of current interest within the 
community [6], [7], [8]. 

In opinion mining, there are two types of sentiment 
classification techniques: machine learning and 
lexicon-based techniques [9], [10], [11], [12]. This 
study focuses on Machine Learning approaches in 
which classification data mining, which is part of 
Machine Learning techniques [13], [14], [15] which 
is used for research [16], [17]. Also, Syamala and 
Nalini [18] have done a number of studies using a 
random tree and the adaboost technique to analyze 
the sentiment of Amazon reviews of products. The 
results of the experiments show that the proposed 
model is more effective than common classification 
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models like KNN, Random Forest, and Nave Bayes. 
The next study Neelakandan & Paulraj [19] looked at 
how to classify the sentiment of Twitter data using a 
gradient-boosted method and a decision tree 
(GBDT). The results of the tests show that GBDT is 
better than DeepCNN, ANN, Deep Learning NN, and 
Deep Learning Modifield NN in terms of accuracy, 
recali, precision, and f-score. Then, research Al-
Amrani et al [20] on sentiment analysis using a mix 
of SVM and decision tree (DTSVM). Based on the 
results of the experiments, it can be said that the 
proposed model is more accurate and uses less CPU 
time than other algorithms like decision trees, SVM, 
Naive Bayes, PART, and Logistic Regression. 

In addition to decision tree, support vector 
machines (SVM) [21], [22], Naive Bayes [23], [24], 
[25], neural networks [26], [27], [28], [29], Bayesian 
networks [30], and maximum entropy [31], [32], [33] 
are often used in sentiment analysis. You can choose 
one of these methods based on the problem you want 
to study [4]. Text mining models have trouble 
classifying data when there are too many attributes in 
the model [34], [35]. Another problem is that it's hard 
to find the best parameters so that the accuracy isn't 
too high [36], [37]. The new part of this research is 
the proposed model, which improves the accuracy 
value by combining the Feature Selection technique 
with the Decision Tree algorithm. For a higher level 
of accuracy, the feature selection technique uses 
Information Gain and adaboost on the C4.5 
(FS+C4.5) method on a dataset from Drone Emprit 
Academic taken from a collection of tweets with the 
keyword "online learning method." 
 
2. Research Methodology 

 
This research requires a computer with Intel(R) 

Core (TM) i7-4980HQ 2.80 GHz processor, 16 GB 
RAM, and Windows 10 Pro operating system. For 
processing using software assistance from Rapid 
Miner Studio 9.10. Experimentation and model 
testing utilize a portion of the existing dataset. The 
source of the Drone Emprit Academic dataset [38] 
employs Twitter's API (Application Programming 
Interface) to capture real-time conversations using 
the streaming method [38]. The data used in this 
study were extracted from a corpus of language-
related tweets containing the keyword "online 
learning method." The data crawling phase yielded as 
many as 4887 data. Data collection occurred between 
April 1 and May 15, 2022. The dataset's attributes 
consist of type, mentions, date, link, media, and 
sentiment. 

The study proposes a method for feature selection 
with information gain parameters, where information 
gain is used in an integrated manner to improve the 
classification algorithm's accuracy, and is combined 

with adaboost using C4.5 (FS+C4.5). The 
investigation will yield precision, root mean square 
error, and correlation. Comparisons will be made 
between the proposed model and other decision trees, 
such as C4.5 and random forest. Figure 1 for the 
proposed model is detailed and condensed below. 
 

 
 

Figure 1. The proposed model 
 

AdaBoost and feature selection are two popular 
techniques used in sentiment analysis, which is the 
process of identifying and extracting subjective 
information from text data. 

AdaBoost is an ensemble learning method that 
combines multiple weak learners to create a strong 
learner. In sentiment analysis, AdaBoost can be used 
to improve the performance of the sentiment 
classification model by combining multiple weak 
classifiers to create a more accurate and robust 
model. This is done by repeatedly training the weak 
classifiers on different subsets of the training data, 
with the sample weights being adjusted based on the 
performance of each classifier. The final model is 
then a weighted combination of the weak classifiers, 
with the weights being determined by the 
performance of each classifier. 

Pseudo code for AdaBoost in sentiment analysis: 
 

1. Initialize the sample weights for each training 
example to 1/N, where N is the total number of 
training examples. 

2. For each weak classifier: 
 

a. Train the weak classifier on the training data 
using the current sample weights. 

b. Calculate the error rate for the weak classifier 
on the training data. 

c. Calculate the weight for the weak classifier 
based on the error rate. 
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d. Update the sample weights for the training 
examples based on the performance of the 
weak classifier. 

e. Combine the weak classifiers using the 
calculated weights to create the final model. 
 

Feature selection is a technique used to identify 
and select the most relevant and informative features 
from a dataset for a specific task. In sentiment 
analysis, feature selection can be used to identify the 
most important words or phrases in a text that are 
most indicative of the sentiment expressed. This can 
help to improve the performance of the sentiment 
classification model by reducing the number of 
irrelevant or noisy features in the dataset. 

Pseudo code for feature selection in sentiment 
analysis: 

 

1. Preprocess the text data to remove stop words, 
punctuation, and other irrelevant elements. 

2. Create a list of the most frequently occurring 
words or phrases in the text data. 

3. For each word or phrase in the list: 
 

a. Calculate the relevance of the word or phrase 
to the sentiment classification task using a 
suitable metric (e.g. mutual information, chi-
squared test, etc.). 

b. Select the top N words or phrases with the 
highest relevance as the final features. 

 

The novelty of using AdaBoost and feature 
selection in sentiment analysis lies in the improved 
performance and robustness of the sentiment 
classification model. By combining multiple weak 
classifiers and selecting the most relevant features, 
the model is able to better capture and classify the 
sentiment expressed in a given text. This can lead to 
more accurate and reliable sentiment analysis results. 
Here the process when using AdaBoos and feature 
selection perform: 

 

1. Preprocess the text data by removing any 
irrelevant or noisy features, such as stop words, 
punctuation, and numbers. 

2. Split the preprocessed text data into training and 
testing sets. 

3. Use feature selection to identify the most 
important words or phrases in the training set 
that are most indicative of the sentiment 
expressed. 

4. Train a sentiment classification model on the 
training set, using the selected features as input. 

5. Use AdaBoost to combine multiple weak 
classifiers to create a strong learner. 

6. Test the performance of the AdaBoosted 
sentiment classification model on the testing set. 

7. Use the model to classify the sentiment of new 
text data. 

 

3. Results and Discussion 
 
RapidMiner 9.10 is the software used to assess the 

sentiment of online learning reviews extracted from 
the Drone Emprit Academic dataset. The comparison 
between the suggested model and the classification 
model is given in Figure 2. 
 

 
 

Figure 2. The proposed model with the help of 
RapidMiner analysis 

 
The dataset from the Emprit Academic Drone that 

was in (.csv) format was changed to (.xls) format. 
During the preprocessing stage, you delete rows that 
are repeated, pick a data set or a single data set that 
has certain information, and test a text to see if it is 
true or false. "Remove duplicates," "Select 
attributes," and "Subprocesses" are the tools that are 
used. The next step is to choose the features by using 
the adaboost technique and the C4.5 algorithm 
together. For the training and testing process, the 
dataset is split into two parts with a 70:30 split. The 
"apply model" and "performance C4.5" tools are 
used to model the training results. During the 
modeling process, values of accuracy, root mean 
square error (RMSE), and correlation are found. As 
shown in Figures 2 and 3, the proposed model will be 
compared to other decision trees like C4.5 and 
random forest. 
 

 

 
 

Figure 3. Complete model proposed with RapidMiner 
 

In Table I, you can see the results of the 
experimental analysis using the two traditional 
models (C4.5 and Random Forest) and the new 
model (FS+C4.5). 
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Table 1. Comparison of accuracy and classification error 
between models 
 

Parameter Accuracy Classification Error
FS+C4.5 94.47% 5.53% 

C4.5 48.21% 51.79% 
Random Forest 50.35% 49.65% 

 

According to the findings of the confusion matrix 
test, employing the standard classification model 
yields an accuracy rating of 48.21% for C4.5 and 
50.35% for Random Forest. In contrast, the accuracy 
rate of the C4.5 algorithm with feature selection 
(information gain and adaboost approach) is 94.47 
percent. The accuracy has increased by 44 percent 
compared to the previous version. Moreover, the 
proposed model has an error rate of at least 5.53 
percent. The following chart compares the precision 
and error values of all models, as depicted in Figure 
4. 
 

 
 

Figure 4. Graph comparison of accuracy and 
classification error between models 

 
In Table 2, you can see comparison of RMSE and 

correlation using the two traditional models (C4.5 
and Random Forest) and the new model (FS+C4.5). 
 
Table 2. Comparison of RMSE and correlation between 
models 
 

Parameter RMSE Correlation
FS+C4.5 0.204 0.944 

C4.5 0.639 0 
Random Forest 0.736 0 

 

The correlation coefficient values from highest to 
lowest are FS+C4.5, C4.5, and Random Forest. The 
greater the correlation coefficient, the greater the 
predictive accuracy of the categorization model. 
0.944 is the coefficient value in the FS+C4.5 model. 
On the other side, the greater the accuracy of a 
classification model, the lower the RMSE number. In 
these data, the proposed model with an RMSE value 
of 0.204 has the minimum RMSE value. Figure 5 
depicts a graph of the RMSE and correlation for all 
models. 
 

 
 

Figure 5. Graph comparison of RMSE and correlation 
between models 

 
(a) 

 

 
(b) 

 

Figure 6. Performance recapitulation of the 
 proposed model 

 
The distribution model for the sentiment attribute 

label is class positive: 1 distributions, class negative: 
1 distributions, and class neutral: 1 distributions, with 
values of 0.210, 0.482, and 0.308, respectively. 
When compared to the standard version of the 
decision tree, the C4.5 method with feature selection 
(information gain and adaboost) gives more accurate 
results. As Quinlan said, adaboost can be helpful, 
works better, and is more accurate in its 
classification. 

 
4. Conclusion 

 
When comparing the C4.5 algorithm and the 

random forest technique in sentiment analysis, both 
methods can be effective for classification tasks. The 
C4.5 algorithm is a decision tree learning method 
that creates a tree-like model by splitting the data 
into smaller and smaller subsets based on the values 
of the features. The random forest technique, on the 
other hand, is an ensemble learning method that 
creates a collection of decision trees and combines 
them to make a prediction. 
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Both C4.5 and random forest can be effective for 
sentiment analysis, but the performance of each 
method will depend on the specific dataset and the 
parameters used. In general, the random forest 
technique may be more robust and accurate than the 
C4.5 algorithm, as it combines multiple decision 
trees to make a prediction, which can reduce the bias 
and variance of the model. 

In terms of accuracy gain, using the random forest 
technique instead of the C4.5 algorithm in sentiment 
analysis can potentially lead to a significant 
improvement in performance. The exact amount of 
accuracy gain will depend on the specific dataset and 
the parameters used in the model, but in general, 
using random forest can lead to better classification 
results. The results of the experiments show that if 
only the standard version of the decision tree is used, 
accuracy is less than 50%. With FS+C4.5, however, 
the accuracy goes up by about 40%, to 94.47 percent. 
It shows that the accuracy value goes up and gets 
better when C4.5 is used with technique feature 
selection. 
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