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Abstract – Streaming has become one of the most 
significant topics in recent years. Network conditions 
may change from time to time and this affects quality 
of communication negatively. MPEG DASH, which 
means dynamic adaptive streaming over HTTP has 
been developed to adapt communication to 
environmental conditions and maintain quality. In this 
study, a system is developed with MPEG DASH to 
reduce bandwidth usage of network. Video is separated 
to parts as detailed and non-detailed visually. While 
detailed scenes are streamed in high quality, less 
detailed ones are streamed in low quality. Encoding 
rates are decided by considering SSIM, and suitable 
bitrate values are selected. Streaming of content is 
performed with Bitmovin Player. Performance of 
model is analyzed through bandwidth metric in 
Wireshark Packet Tracer with a conclusion that there 
is 35% reduction in bandwidth utilization. 
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1. Introduction

According to the CISCO Visual Networking Index, 
video traffic, which constitutes 75% of the total 
Internet traffic in 2017, is expected to reach 82% by 
2022. Based on this numerical data efficient 
distribution of video content to the viewers has a 
great importance [1]. For this reason, video 
streaming technologies have become one of the most 
important issues of the Internet today. Companies 
working in this field strive to enhance and improve 
video transmission by paying attention to some 
metrics such as performance, cost and usefulness [2]. 
Basic HTTP streaming systems are not considered 
suitable for mobile environments including severe 
bandwidth fluctuations since users cannot adapt to 
changing network conditions. As a consequence, 
video quality affects, from this situation, negatively 
causing some stallings from time to time [3]. In order 
to prevent these events, traditional HTTP streaming 
systems have been replaced by HTTP adaptive 
systems. In the HTTP adaptive streaming 
mechanism, users have full control over the stream 
and can adjust the quality of transmitted media 
particles within the differing bandwidth. Video 
interruptions are prevented by sending media 
particles in a quality level compatible with the state 
of the current network [4]. 

In adaptive video streaming techniques, the source 
video in the content provider is compressed with 
different quality values and these qualities are 
represented with different display layers. When the 
video traffic is added to the traditional data traffic 
during the playback, the network capacity may 
become insufficient and a congestion may occur. 
Although traditional streaming systems provide 
adaptation by reducing video quality, this method is 
not a recommended solution in terms of viewers 
because this kind of adaptation can cause the loss of 
important details which disrupts the quality of the 
video leading the annoying of the watchers. 
Therefore, high bandwidth providing high quality has 
become mandatory to protect video details.  
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Limited user systems and network resources bring 
many problems. Operating systems may fail to 
manage large amounts of data or delays can affect 
the quality. Limited bandwidth increases the risk of 
network congestion and affects video quality. In 
order to prevent this, it is necessary to isolate both 
traffic from each other and a special channel capacity 
should be allocated to the flow. However, there is no 
mechanism providing bandwidth allocation on the 
Internet. In this context, the streaming application 
can control the bandwidth consumption by fixing the 
transmission rate at a certain value. There are some 
mechanisms to facilitate bandwidth management in 
local area networks (LAN). For example, multiple 
traffics in virtual LANs. can be separated from each 
other [5].  

Zach and Slanina encoded different kinds of videos 
with fixed and adaptive group of pictures (GOP) 
lengths which can be adapted depending on the scene 
changes. Instead of compressing videos with a 
constant bitrate, CRF (Constant Rate Factor) is used 
and video is encoded with a bitrate decided by the 
encoder according to the content detail. After 
streaming experiments, longer sized segments behave 
efficiently by offering 11% bitrate savings in 
adaptive GOP length and maintain high quality 
compared to short sized segments [6]. Kantarcı 
proposed a system that provides content aware 
streaming of medical video for bandwidth 
management. The system prevents possible 
congestion by keeping the bandwidth consumption 
below the capacity allocated to the network. 
Segmentation is done according to detail density. 
Streaming is achieved with Real Time (RTP) and the 
system helped reducing both the congestion in the 
network and the risk of packet loss [5]. Curcio et al. 
conducted a study to reduce bandwidth usage in 
video experiences acquired using virtual reality 
technology. When watching video with virtual 
reality, some parts of the video can be perceived and 
seen by the user. While detectable parts are 
categorized as foreground, imperceptible parts are 
labelled as background. The non-detectable parts 
were encoded at the lowest level quality and high 
resolution according to the SNR quality metric, and 
the flow was obtained. Bandwidth usage is greatly 
reduced with this method [7]. Adzic et al. developed 
an algorithm which detects the scene changes and 
inserts minimum number of I frames at boundaries of 
each GOP sequence of media for equalizing segment 
duration and bitrate savings. Algorithm works based 
on the statistical information of current GOP 
including bit spent and number of frames. If those 
values are greater than determined threshold values, 
it is supposed to occur a scene change and I frame is 
placed to the beginning of that GOP. When video 
sequences are encoded with H.264 encoder with this 

manner, savings in bitrate could be observed from 
10% to 15% with reduced network complexity 
(bandwidth usage) [8]. Hassan et al. examined the 
performance of varying segment sizes in terms of 
user download efficiency and processor usage with 
MPEG DASH. As a result of the tests, it has been 
determined that the short-term segments are more 
stable in terms of output efficiency and can continue 
the flow compared to the long-term segments. When 
controlled by the CPU consumption percentage, it is 
understood that long-term segments occupy the 
processor less than short-term segments. The main 
source of this result is based on the lower frequency 
of long-dimensional segments being requested from 
the server and transferred over HTTP [9]. 
Kreuzberger et al. compared the performance of the 
bitrates recommended by YouTube, Apple and 
Netflix and the optimal bitrates offered in the study 
in terms of metrics such as user satisfaction and 
video size transmitted per second. Compression 
processes were carried out by considering the SSIM 
values of different screen resolutions of the videos. 
According to the SSIM results for each resolution, 
the most appropriate bitrate value was decided. As a 
result, when the transmission is made with optimized 
bitrates, user satisfaction is at the top and the amount 
of bits transferred per second to the receiver is 
higher. Beside this, active users can benefit more 
from the communication channel when the bitrate is 
low [10]. 

In this research, a server based streaming design 
has been proposed as a solution to the problem 
mentioned above with the purpose of not to increase 
bandwidth consumption of the communication 
channel. By using MPEG DASH streaming 
technology, while high detailed video scenes are 
transmitted in high bitrate, low detailed scenes are 
sent in low quality level which is tolerable and not 
recognized by human eye. Thus, during low quality 
video transmission, less bandwidth is consumed in 
the network reducing the possibility of network 
congestion. Finally, a performance analysis is carried 
out and the findings have shown that the system is 
useful for decreasing bandwidth usage. 

The main contribution and difference of this study 
unlike others is that we take into account SSIM 
quality metric while encoding the video and quality 
is not compromised in terms of human sensation 
while reducing the encoding rate in non-detailed 
parts. In addition, we analyze the results in terms of 
bandwidth usage by examining the performance of 
the system.  

In this article, Section 2 introduces MPEG DASH 
technology. In Section 3, image quality techniques 
are described. Section 4 gives details about the 
method and material. Section 5 includes 
experimental results of experiments. The last section 
summarizes the study and concludes the paper with 
future research.  
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2. MPEG DASH Technology 
 

In the past, many difficulties have arisen at 
maintaining video quality with existing technologies 
in the video industry depending on the transmission 
conditions. For this reason, MPEG DASH (MPEG 
Dynamic Adaptive Standard), which is an adaptive 
and dynamic video streaming method over HTTP, is 
developed and this technology is referred by almost 
all companies due to the benefits it has. Advances in 
multimedia compression and communication 
technologies have enabled video to be delivered in 
high quality format on various platforms. For 
example, high quality video transmission has a great 
importance especially in the field of telemedicine 
since medical video carries sensitive information. 
The MPEG-DASH standard is defined as a 
framework or structure that realizes adaptive video 
streaming on different transmission platforms. This 
standard is designed to distribute high quality 
multimedia data under varying bandwidth conditions. 
Therefore, it is considered as a suitable solution 
especially for mobile communications [11]. It has 
HTTP and transmission control protocol (TCP) 
support and this protocol is a widely used in Internet 
networks for web browsers. Therefore, there is no 
need to make any extra changes in network nodes 
and video content can be accessed through any web 
browser. Moreover, the firewalls allow HTTP/TCP 
traffics to pass through. Since the video has different 
versions of representations, the adaptation logic is 
allowed to be applied by the user. Figure 1 shows the 
simple flow between the HTTP server and the DASH 
user. In this mechanism, the multimedia content is 
prepared and stored on an HTTP server and then the 
same content is distributed using HTTP [11], [12]. 

 

 
 

Figure 1. MPEG DASH Mechanism [13] 
 

This content is available on the server in 2 parts: 
Media Presentation Description (MPD) and segments 
(parts). Video is fragmented into multiple segments 
and different alternatives of the content are described 
in the media presentation description file. At first, 
DASH user has to access MPD in order to play the 
media content and MPD can be distributed via 

HTTP, email and other transportation methods. MPD 
consists of adaptation sets which can be seen in 
Figure 2.  

 

 
 

Figure 2. MPD Structure [12] 
 
Streaming can be structured as in the form of one 

or more period in MPD file. Generally, media 
components such as video, audio or subtitles are 
arranged in sets of adaptations. Each period may 
contain one or more sets of adaptations that allow 
grouping of different multimedia components which 
are logically similar. For example, components with 
the same resolution, language or audio channel 
format can be collected in the same adaptation set. In 
addition, this mechanism gives clients the ability to 
eliminate a number of multimedia elements which 
are not compatible with their requirements. 
Adaptation sets includes some groups containing 
different versions of the respective video content in 
terms of different bit and resolution. This structure 
enables users to adapt the media stream under 
multiple conditions. In addition, it guarantees smooth 
playback under network variations and bandwidth 
requirements. By parsing MPD, the user can obtain 
information about the video content, resolution, 
media formats and encoded alternatives of 
multimedia components shown in Figure 3. Based on 
this information, the DASH user chooses the most 
appropriate encoding alternative and uses HTTP 
GET requests and fetches segments to stream the 
content. The user also observes network bandwidth 
fluctuations while continuing to fetch [11], [12], [13]. 
Segments allow for changes between views during 
video playback and they are shown with specific 
URLs. They usually have same length in terms of 
time and are arranged according to the media 
representation timeline which is essential for smooth 
transition and synchronization [14], [15]. 
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<!‐‐ MPD file Generated with GPAC version 0.7.0‐rev0‐
gbd5c9af‐master at 2020‐05‐02T17:12:56.406Z‐‐>  
<MPD xmlns="urn:mpeg:dash:schema:mpd:2011" 
minBufferTime="PT1.500S" type="static" 
mediaPresentationDuration="PT0H18M" 
maxSegmentDuration="PT0H0M2.000S" 
profiles="urn:mpeg:dash:profile:full:2011">  
<Period id="1" duration="PT0H3M56.125S" >  

<AdaptationSet  segmentAlignment="true"  maxWidth="640" 
maxHeight="360" maxFrameRate="24" par="16:9" lang="und"> 
<Representation id="1" mimeType="video/mp4" 
codecs="avc3.64081E" width="640" height="360" 
frameRate="24" sar="1:1" startWithSAP="1" 
bandwidth="3200000">  
<SegmentList timescale="24000" duration="48000">  
<Initialization sourceURL="segment_3200_init.mp4"/>  
<SegmentURL media="segment_3200_1.m4s"/>  
<SegmentURL media="segment_3200_2.m4s"/>  
<SegmentURL media="segment_3200_3.m4s"/>  
</SegmentList>  
</Representation>  
</AdaptationSet> 
 
<AdaptationSet segmentAlignment="true" lang="eng">  
<Representation id="1" mimeType="audio/mp4" 
codecs="mp4a.40.2" audioSamplingRate="44100" 
startWithSAP="1" bandwidth="130436">  
<AudioChannelConfiguration 
schemeIdUri="urn:mpeg:dash:23003:3:audio_channel_configur
ation:2011" value="2"/>  
<SegmentList timescale="44100" duration="176400"> 
<Initialization sourceURL="segment_2_init.mp4"/>  
<SegmentURL media="segment_1_1.m4s"/>  
<SegmentURL media="segment_1_2.m4s"/>  
<SegmentURL media="segment_1_3.m4s"/>  
</Representation>  
</AdaptationSet> 
</Period>  
 
<Period id="2" duration="PT0H13M37.750S" > <AdaptationSet 
segmentAlignment="true" maxWidth="1280" maxHeight="720" 
maxFrameRate="24" par="16:9" lang="und"> <Representation 
id="1" mimeType="video/mp4" codecs="avc3.64081F" 
width="1280" height="720" frameRate="24" sar="1:1" 
startWithSAP="1" bandwidth="6400000">  
<SegmentList timescale="24000" duration="48000"> 
<Initialization sourceURL="segment_init.mp4"/>  
<SegmentURL media="segment_6400_1.m4s"/> <SegmentURL 
media="segment_6400_2.m4s"/>  
<SegmentURL media="segment_6400_3.m4s"/><SegmentURL 
media="segment_6400_4.m4s"/><SegmentURL 
media="segment_6400_5.m4s"/>  
</SegmentList>  
</Representation>  
</AdaptationSet> 
 
<AdaptationSet segmentAlignment="true" lang="und">  
<Representation id="1" mimeType="audio/mp4" 
codecs="mp4a.40.2" audioSamplingRate="44100" 
startWithSAP="1" bandwidth="131511">  
<AudioChannelConfiguration schemeIdUri="urn: 
mpeg:dash:23003:3:audio_channel_configuration:2011" 
value="2"/>  
<SegmentList timescale="44100" duration="88200">  
<Initialization sourceURL="segment_1_init.mp4"/>  
<SegmentURL media="segment_2_1.m4s"/>  
<SegmentURL media="segment_2_2.m4s"/>  
<SegmentURL media="segment_2_3.m4s"/>  
</SegmentList>  
</Representation>  
</AdaptationSet> 
</Period>  
</MPD> 

 

Figure 3. Extended Markup Language (XML) 
Representation of a sample MPD [14] 

 
 
 
 

3. Image Quality Measurement Techniques 
 

Image quality can be categorized as two main 
classes as objective and subjective quality. While 
subjective quality methods are based on human 
perception, objective quality methods are related 
with some mathematical calculations. Objective 
quality methods are associated with the concepts in 
the vision system and designed according to 
principles of it. Frequently used objective quality 
methods can be described as PSNR and SSIM.  

MSE (Mean Square Error): It is a widely used 
image quality metric like PSNR and calculated as 
seen in the Equation (1). The values of MSE close to 
0 indicate that the quality of the image is in a good 
level [16]. While I and I0 show the input and output 
images, N and M symbolizes the number of rows and 
columns of the pixel matrix. MSE value is obtained 
by calculating the squares of the differences of luma 
values, adding each difference of column and again 
adding each sum of row in the pixel matrix. 
 

      𝑀𝑆𝐸  ∑ ∑ 𝐼 𝐼              (1) 
 
PSNR (Peak Signal to Noise Ratio): One of the 

most important factors that directly affect image 
quality can be said as noise. PSNR is a quality 
measure which is created to measure how the noises 
occurring after lossy compression of the images are 
recognized by human perception. Moreover, when 
the PSNR value is higher, it means image quality 
becomes better and consequently, we get lower noise 
level in the image. While calculating PSNR, an input 
image is taken as a reference and compared with an 
output image by getting the square root of MSE to 
measure the amount of the noise. The formula 
representing the PSNR is shown in the Equation (2). 
While I0 represents the input image (original), I 
represents the distorted image [17]. 

 
𝑃𝑆𝑁𝑅 20 𝑥 𝑙𝑜𝑔 255 𝑀𝑆𝐸 𝐼, 𝐼        (2) 

 
SSIM (Structural Similarity Index Measurement): 

Frame based structural similarity between two 
images is measured by structural similarity index. 
SSIM compares three different properties called as 
brightness, contrast and structure of both original and 
the distorted image. SSIM can be qualified as an 
alternative method used in image quality analysis. 
Since the structural information differences between 
the frames are calculated this quality metric takes 
into account quality deterioration directly. On the 
other hand, there is a weighting manner in PSNR and 
MSE. The changes in luminance and or contrast in 
pixels which are not perceived by the human eye 
may lead high weighting result while deciding 
deterioration of the image. Since SSIM considers the 
structural change of a pixel pair, it is more possible 
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to asses them correctly. Thus, this is the reason why 
SSIM is chosen as quality metric in the study. The 
SSIM value is expressed functionally as in the 
Equation (3).   

 
   SSIM(IR, ID) = f(l(IR, ID), c(IR, ID), s(IR, ID))          (3) 

 

Based on the equation, while l(IR,ID) represents the 
luminance function, c(IR, ID) and s(IR, ID) show 
contrast and structure functions respectively. 
 

         𝑙 𝐼 , 𝐼       
µ µ    

µ µ  
                           (4)                                     

         𝑐 𝐼 , 𝐼      
   

 
                           (5)                                  

           𝑠 𝐼 , 𝐼      
   

 
                                           

(6)  
  
When the 3 equations above are multiplied with 

each other finally we get SSIM result in the form of 
the equation as below. 

 

     
µ  µ    µ     

 µ     µ         
       (7)                                   

 
The pixel density averages of the nth frame in the 

reference (IR) and distorted (ID) are expressed with 
the symbols (pixel) 𝜇𝐼𝑅 (𝑛) and 𝜇𝐼𝐷 (n) respectively. 
On the other hand, 𝜎𝐼𝑅 (𝑛) and (𝑛) indicate the pixel 
density standard deviation. Besides, c1, c2 and c3 are 
used when denominator is close to zero. As a result; 
mean structural similarity index measurement is also 
calculated with the following formula.  

 

                    𝑀𝑆𝑆𝐼𝑀   ∑ 𝑆𝑆𝐼𝑀 𝑛                   (8)                                    

 
As it can be understood from the formula first the 

SSIM value for a frame is found then the average 
structural index is revealed based on the SSIM value 
of each frame [18], [19], [20], [21].  

 
4. Method and Material 

 
In the scope of this study, it is aimed to stream 

different detailed video scenes with suitable qualities 
proportional to their details to minimize the 
bandwidth allocation. Moreover, since less detailed 
scenes are streamed with lower bitrate, the bandwidth 
usage will have decreased. In the first stage, a sample 
video with different detailed parts is searched for 
encoding. We selected a video which has averagely 
three seconds duration. Afterwards, video is 
examined and divided it into detailed and non-
detailed parts based on some criteria such as color 
changes and object density by visually. During the 
encoding phase, video is encoded with several bitrate 
alternatives according to the SSIM quality metric. At 
the end of the encoding, segments and manifest 
(MPD) files are created for the experiments with 

 

MP4Box tool. Then an up-to-date player has been 
selected for MPD file to be read and video segments 
to be played properly. The server where the video 
contents will be stored is set up and the video 
contents on the server are streamed by the player at 
the last stage. Finally, statistical information 
observed in Wireshark Packet Capture program for 
traditional and proposed streaming architectures is 
analyzed. The FFMPEG tool has been selected for 
the compression process and converts the video file 
to the H.264 extension file by encoding according to 
the user parameters. Additionally, video is primarily 
converted from mp4 format to YUV model before 
encoding process shown in Figure 4. YUV is a colour 
model and coding system used as a part of colourful 
image processing systems. While coding an image or 
video colours in the YUV model, the bandwidth of 
these colours is reduced by taking into account the 
human perception [22]. All phases of the study can 
be seen in Figure 5. 

 

 
 

Figure 4. Converting to YUV Model 
 

 
 

 Figure 5. Phases of the Proposed System 
 

 
Table 1. Compression Information for the video 
 



TEM Journal. Volume 11, Issue 2, pages 611‐619, ISSN 2217‐8309, DOI: 10.18421/TEM112‐15, May 2022. 

616                                                                                                                         TEM Journal – Volume 11 / Number 2 / 2022. 

Compression Bitrate 
(Kbps) 

SSIM 
Value 

Resolution 

400 9737868 1280x720 
500 9767528 1280x720 
800 9790472 1280x720 

1200 
1500 
2500 

9848024 
9864244 
9916218 

1280x720 
1280x720 
1280x720 

3500 
4200 

9968426 
9986218 

1280x720 
1280x720 

 
According to the SSIM values, while 4200 Kbps 

bitrate is selected for detailed parts of the video, for 
undetailed parts, 1500 Kbps bitrate is seen as suitable 
for the proposed streaming process, which is shown 
in Table 1. Therefore, SSIM values of these bitrates 
could be acceptable in terms of human perception. 
Finally, MPD file is created including both detailed 
and non-detailed segments.  
 
Table 2. Preferred Quality Levels in Each Streaming 
 

Streaming Information 

 
Traditional 
Streaming 

Design (Kbps) 

Proposed 
Streaming 

Design (Kbps) 

Detailed 
Video Scenes 

4200 
 

4200 
 

Non – 
Detailed 

Video Scenes 
4200 1500 

 
Since we aim to reduce the burden of non-detailed 

part of the whole media, we only modify the bitrate 
of those segments when carrying out our experiments 
with traditional and proposed architectures. After 
generating segments and MPD file, Bitmovin player 
is applied for the streaming experiments and it works 
based on the algorithm given in Figure 6. Firstly, the 
bandwidth is estimated by averaging the measured 
bandwidths of recently received segments into the 
buffer of the player. Then, the rate-base switching 
method selects the segment with the maximum 
bitrate by examining encoding alternatives that is 
smaller than the estimated bandwidth [23]. 
Therefore, segment quality cannot exceed bandwidth 
of the network. A client web page is prepared for this 
purpose by configuring Bitmovin player settings 
which are represented in Figure 7. These settings 
include some parameters such as defining path of 
manifest file, description and title of the streaming 
and player key value which is unique for each user. 
Furthermore, we preferred the segment size as 2 
seconds since long sized segments cannot adapt 
quickly and flexibly to changing network conditions 
compared to short sized segments. In [3] it is 
proposed that the segment size should be between 2-
4 seconds. Therefore, we set the segment size at 2 
seconds.  

 
 

Figure 6. Algorithm of Bitmovin Player 
 

 
 

Figure 7. Configuring Settings 
 

5. Experimental Results and Discussion 
 

Experiments are accomplished with both 
traditional and proposed streaming architectures 
successfully. HTTP GET requests of the segments 
can be seen in Figure 8. From Figure 10 and Figure 
12, measured average bandwidth consumptions 
(amount of transferred data bit per second) are 
reached for both model through TCP layer. 
Bandwidth utilization is measured with Wireshark 
Packet Tracer and behaviour of both streaming 
models are shared with the graphs represented with 
Figure 9 and Figure 11 illustrating usage of 
bandwidth per second during 200 seconds. As given 
in the Table 3, experimental results show that in 
traditional streaming, bandwidth usage is observed as 
2114 Kbps averagely. It has been noticed that video 
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buffer is quickly filled with the media segments 
which is above 6.107 and closer to 8.107 bits during 
the initial seconds of streaming which is called as 
initial buffering. Consequently, in the next phases of 
streaming, it has been observed that streaming 
proceeded with bitrates smaller than the compression 
rate. It is because high amount of data is used from 
buffer and only remaining part of the media data is 
transmitted over the network during the playback.  

 

      
   

 Figure 8. HTTP GET Requests of Segments 
 

 
 

Figure 9. Bandwidth Usage Graph of Traditional 
Streaming 

 

 
 

Figure 10. Bandwidth Usage Graph of Traditional 
Streaming 

 

The same situation has also been noticed in the 
proposed system and again an amount of media data, 
which is closer to 6.107 bits is filled into the buffer 
average bandwidth consumption is found as 1380 
Kbps. Also, it is seen that the behaviour of 
bandwidth usage becomes smoother than the 
traditional one when they are compared.  

 

 
 

Figure 11. Bandwidth Usage Graph of Proposed 
Streaming 

 

 
 

Figure 12. Bandwidth Utilization of Proposed Streaming 
 
As a result of the experiments, the flow of the 

proposed system where non-detailed scenes are 
encoded with low bitrate and the traditional one 
where all scenes are compressed with high bitrate are 
compared. We observed that the bandwidth usage is 
reduced by a rate of 35%. For this reason, it is 
possible to create efficient video streams through 
encodings with high SSIM results leading contents of 
high quality and also reduce the burden of data 
passing along the channel. 

 
Table 3. Average Results of Both Streaming 

Events 
 

Traditional Streaming 
(Kbps) 

Proposed Streaming 
(Kbps) 

2114 1380 
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6. Conclusion 
 

When the study is summarized, a streaming 
architecture based on MPEG DASH has been 
developed that alleviate bandwidth allocation and 
satisfy video users. In the results of experiments, it is 
noticed that very large amount of media data is 
stored in the player buffer at the beginning of the 
video playback. Therefore, lower level of media data 
is transmitted in terms of bitrate per second in the 
later periods of the flow. Also, our proposed system 
has been found to give more efficient outcome which 
supplies 35% reduction at bandwidth utilization in 
the network. On the other hand, developed 
architecture also enables video files to be stored in a 
way those take up less space on the web server 
allowing bitrate savings. Another important issue is 
that different algorithms are used to determine the 
quality level (bitrate) of the next segment to be sent 
over the network during streaming [24]. For 
example, these algorithms work based on some 
parameters such as amount of the media remaining in 
the buffer of the player or how much of the last 
segment is downloaded per second. However, 
generally, such algorithms cannot intervene quickly 
when sudden changes occur in network conditions 
and can delay in taking actions. Within the scope of 
the future study, as a solution to this problem 
historical statistical results can be used to estimate 
the quality level of the next segment with neural 
networks-based algorithms. The segment output 
efficiencies observed during the flow can be given as 
parameters to these algorithms and the relationships 
between them can be calculated to decide the 
behaviour of the network at a certain rate. 
Accordingly, the quality level of the next segment 
can be chosen according to the result of the 
optimization algorithm. 
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