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Abstract – The lower Davies Bouldin Index (DBI) is 
considered the best clustering algorithm based on the 
criteria that yields a cluster set. The purpose of this 
research is to optimize the clustering results using DBI. 
The data sources used are the number of villages that 
have school facilities and the level of education is 
obtained from the government website 
(https://www.bps.go.id). The level of education in 
question is senior high school and vocational high 
school. The method used is k-means. The results show 
that from the number of clusters (k = 2, 3, 4, 5, 6) the 
optimal DBI for (k = 2) is obtained with a value of 
0.168 for Measure Type = Mixed Measures. For the 
value of k = 2, a mapping of areas with L0 (low) = 31 
province and L1 (high) = 3 provinces is obtained. The 
final centroids obtained for each cluster are L0 (315 
and 155) and L1 (1710 and 1259). Based on the results 
of mapping by optimizing k-means and DBI, more than 
90% of the villages still have school facilities, especially 
at the high school and vocational high school levels. 
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1. Introduction

The appropriate evaluation metrics have to be 
found to measure the clustering performance. Most 
of the clustering metrics are designed to maximize 
class similarity and minimize class similarity [1]. The 
Davies Bouldin index (DBI) is a popular measure to 
assess clustering performance by dividing clusters [2] 
[3], [4]. DBI can show clustering quality with 
intracluster similarity and cluster-like similarity [5]. 
Clustering is the grouping process of an object group 
based on a number of similarities. Clustering is a data 
mining component [2], [6], [7], [8]. There are several 
familiar clustering methods [9], [10]. These include 
k-means [11], [12], [13]. In this research, we do not 
solve the problem of clustering explicitly, but rather, 
how the DBI is used to evaluate how well the 
clustering is formed [5]. DBI works by calculating 
the average value of each item in the data set. The 
value of each point is calculated as the sum of the 
compactness values divided by the distance between 
the two center points of the group as separation. The 
smaller DBI value indicates the best number of 
clusters [14]. The case raised is the number of 
villages with educational facilities in Indonesia. 
Schools are formal institutions which are expected to 
improve people. Schools are closely linked to schools 
as an educational institution [15]. School facilities 
are equipment or facilities used directly to support 
the education process, in particular education and 
learning processes such as buildings, rooms, tables, 
chairs and media tools. This facility is a means and 
infrastructure for facilitating educational activities in 
schools [16]. The research aims to optimize the 
mapping in the form of clusters for the number of 
school settlements in Indonesia using the DBI and k-
means. 
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Several related studies, such as [17] on the 
centeroid cluster analysis x-means algorithm with the 
DBI assessment. This paper proposes to modify the 
x-means algorithm by evaluating the DBI to 
determine the number of centroid clusters. The 
results of the research indicate that the DBI value is 
close to 0. Next, [2] research on the DBI clustering 
assessment of cereal data using K-means. This paper 
proposes the k-means method and the DBI using the 
R-language. The results indicate that DBI can be 
used with results of k = 5 being better than k = 3, i.e. 
1,498871 and 1,667952. In addition, research has 
been conducted [1] on the hierarchical initialization 
of the k-means of the DBI. This paper proposes a 
hierarchical initialization approach to determine the 
center of the initial cluster using the DBI hierarchical 
k-means (DHIKM) algorithm. The results suggest 
that the proposed algorithm can integrate DBI 
metrics into a hierarchical k-means algorithm and 
can determine the number of clusters at a low cost. 
 
2. Methodology 

 
2.1. Data Set 

 

The data used for this analysis are data on the 
number of villages that have educational facilities in 
Indonesia. The data shall be from 2011, 2014 and 
2018. These data are obtained from the official 
website of the Badan Pusat Statistik (BPS). The 
variables used are two variables, namely High School 
and High School. The data are processed using the 
Rapid Miner software. The data processed is the 
average number of villages with school-level 
facilities at senior high schools and vocational 
colleges.  One can access https://osf.io/zmdjh pre-
processing data. 
 
2.2.  Davies Bouldin Index 

 

Davies Bouldin Index (DBI) [7], [18], [19] is a 
measure to evaluate the clustering performance. DBI 
has the positive correlation for the “within-class” 
case and negative correlation for the “between-class” 
case. Use DBI as a clustering metric because of the 
general way it is clustering Validation contains two 
main categories - external validation and internal 
validation which is used to assess the performance of 
clustering results [1]. 

 
2.3.  Design of the System 

 
The stage of the process in this study is as follows: 

 

a) Prepare a data set for the number of villages that 
have educational facilities in Indonesia. 

b) Indicator data will be processed for input using 
the RapidMiner software. 

c) The school facility data process shall use the k-
means clustering method and shall be stored 
under the weight name, including the calculation 
of the distance using several Measure Types 
between the weights. 

d) Weights that have been calculated using the 
Measure Type will be shown (k = n). From the 
clustering process, an assessment was carried out 
using the DBI to determine the optimum number 
of clusters in the clustering process. 

 
3. Results and Discussion 

 
3.1.  Cluster Evaluation Results (Measure Type = 

Mixed Measures) 
 

The clustering results were obtained from five 
experiments that were performed (k= 2, 3, 4, 5, 6) for 
Measure Type = Mixed Measures, then the next step 
is to calculate the DBI value for each clustering 
experiment. The results of the DBI value can be 
found in Table 1 below. 

 

Table 1. The resulting cluster (Measure Type = Mixed 
Measures) 
 

Measure 
Type 

Cluster
Set 

DBI 
Number of cluster 

members 

M
ix

ed
 M

ea
su

re
s 

2 0.168 
L0: 31 items 
L1: 3 items 

Total number of items: 34 

3 0.248 

L0: 22 items 
L1: 9 items 
L2: 3 items 

Total number of items: 34 

4 0.232 

L0: 22 items 
L1: 2 items 
L2: 2 items 
L3: 8 items 

Total number of items: 34 

5 0.26 

L0: 12 items 
L1: 2 items 
L2: 2 items 
L3: 8 items 
L4: 10 items 

Total number of items: 34 

6 0.197 

L0: 12 items 
L1: 2 items 
L2: 10 items 
L3: 1 items 
L4: 8 items 
L5: 1 items 

Total number of items: 3 
 

In Table 1, the DBI evaluation results obtained 
from k-means are 0.168 with the number of k = 2. 
Then the number of clusters k = 3 has a DBI value of 
0.248. For the number of clusters k = 4, it has a DBI 
value of 0.232. Meanwhile, the number of clusters k 
= 5 and k = 6, has a DBI value of 0.26 and 0.197. 
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3.2. Cluster Evaluation Results (Measure Type =  
Bregmann Divergences - Mahalanobis 
Distance) 
 

The clustering results were obtained from five 
experiments that were performed (k= 2, 3, 4, 5, 6) for 
Measure Type = Bregmann Divergences-
Mahalanobis Distance, followed by the calculation of 
the DBI value for each clustering experiment. The 
results for the DBI value can be found in Table 2 
below. 
 
Table 2. The resulting cluster (Measurement Type = 
Bregmann Divergences-Mahalanobis Distance) 
 

Measure 
Type 

Cluster 
Set 

DBI 
Number of cluster 

members 

B
re

gm
an

n 
D

iv
er

ge
nc

es
 -

 M
ah

al
an

ob
is

 D
is

ta
nc

e 

2 0.208 
L0: 32 items 
L1: 2 items 

Total number of items: 34 

3 0.484 

L0: 5 items 
L1: 2 items 
L2: 27 items 

Total number of items: 34 

4 0.333 

L0: 23 items 
L1: 1 items 
L2: 8 items 
L3: 2 items 

Total number of items: 34 

5 0.468 

L0: 14 items 
L1: 2 items 
L2: 3 items 
L3: 14 items 
L4: 1 items 

Total number of items: 34 

6 0.582 

L0: 3 items 
L1: 5 items 
L2: 2 items 
L3: 13 items 
L4: 10 items 
L5: 1 items 

Total number of items: 34 
 

In Table 2, the DBI evaluation results obtained 
from k-means are 0.208 with the number of k = 2. 
Then the number of clusters k = 3 has a DBI value of 
0.484. For the number of clusters k = 4, it has a DBI 
value of 0.333. Meanwhile, the number of clusters k 
= 5 and k = 6, has a DBI value of 0.468 and 0.582. 
 
3.3. Cluster Evaluation Results (Measure Type =  

Bregmann Divergences - Squared Euclidean 
Distance) 
 

The clustering results were obtained from five 
experiments that were performed (k= 2, 3, 4, 5, 6) for 
Measure Type = Bregmann Divergences – Squared 

 
 
 

Euclidean Distance, followed by the calculation of 
the DBI value for each clustering experiment. The 
results for the DBI value can be found in Table 3 
below. 
 
Table 3. The resulting cluster (Measurement Type = 
Bregmann Divergences- Bregmann Divergences - Squared 
Euclidean Distance) 
 

Measure 
Type 

Cluster
Set 

DBI 
Number of cluster 

members 

B
re

gm
an

n 
D

iv
er

ge
nc

es
 -

 S
qu

ar
ed

 E
uc

lid
ea

n 
D

is
ta

nc
e 

2 0.226 
L 0: 30 items 
L 1: 4 items 

Total number of items: 34 

3 0.211 

L 0: 30 items 
L 1: 2 items 
L 2: 2 items 

Total number of items: 34 

4 0.232 

L 0: 22 items 
L 1: 2 items 
L 2: 2 items 
L 3: 8 items 

Total number of items: 34 

5 0.162 

L0: 8 items 
L1: 2 items 
L2: 1 items 

L3: 22 items 
L4: 1 items 

Total number of items: 34 

6 0.197 

L0: 12 items 
L1: 2 items 
L2: 8 items 
L3: 1 items 

L4: 10 items 
L5: 1 items 

Total number of items: 34 
 

In Table 3, the DBI evaluation results obtained 
from k-means are 0.226 with the number of k = 2. 
Then the number of clusters k = 3 has a DBI value of 
0.211. For the number of clusters k = 4, it has a DBI 
value of 0.232. Meanwhile, the number of clusters k 
= 5 and k = 6, has a DBI value of 0.162 and 0.197. 
 
3.4.  Implementation of the Davies- Bouldin Index 

(DBI) 
 

In research using experiments (k = n), different 
mappings are produced according to the type of 
measurement used. Of the three measurement types 
used, the lowest DBI value is 0.168 with cluster 2 
resulting in 2 clusters. The following is a 
recapitulation of the tables and graphs of each DBI 
based on the measurement types shown in Table 4 
and Figure 1 below. 
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Table 4. Results of the Recapitulation of Each DBI 
 

Measure 
Type 

C=2 C=3 C=4 C=5 C=6 

Mixed 
Measures 

0.168 0.248 0.232 0.26 0.197 

Bregmann 
Divergences 

- 
Mahalanobis 

Distance 

0.208 0.484 0.333 0.468 0.582 

Bregmann 
Divergences 

- Squared 
Euclidean 
Distance: 

0.226 0.211 0.232 0.162 0.197 

 

 
 

Figure 1. Graph of DBI recapitulation results 
 

Figure 1 shows that the DBI value of each cluster 
is different. Starting from the sum of k = 2 to k = 6 
based on the type of measurement. DBI is a tool for 
measuring the validity of clusters in a clustering 
method. The smaller the DBI value (DBI approaches 
0), the more optimal the results of the cluster will be. 
For k = 2, the measure type = mixed measure has the 
closest DBI value to 0, i.e. 0.168. So that the results 
of mapping in the form of clusters against the 
number of villages with education-based school 
facilities are 31 provinces in cluster 0 (L0= low) and 
3 provinces in cluster 1 (L1= high). Below are the 
cluster results using the RapidMiner software as 
shown below. 

 
 
 
 

 

 
 

(a) 

 
 

(b) 
 

 
 

(c) 
 

Figure 2. Cluster data set (a), Cluster graph by label (b), 
Cluster graph by region (c) 

 
Figure 2 shows the mapping results in the form of 

clusters at the minimum DBI value (k = 2; 0.168) for 
the number of villages with education-based school 
facilities, 3 provinces have high cluster results (L1), 
namely West Java, Central Java, and East Java. The 
rest of it goes to the low cluster (L0).   
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4. Conclusion 
 

In this paper, we propose a k-means method 
optimized by the DBI to determine the optimum 
number of clusters. Our experiment is based on a 
dataset of the number of villages that have school 
facilities by level of education (high school and 
vocational high school). By performing different 
tests with the number of clusters (k = 2, 3, 4, 5, 6), 
the results of the k-means method with the type of 
measure are Mixed Measures with the most optimal 
DBI of 0.168 with cluster set 2 resulting in 2 clusters. 
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